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Preface

In recent years, interest in material characterization at high strain-rates while varying the temperature has been continuously increasing. Consequently, the study and modelling of material behavior in such conditions has been promoted. In many applications such as machining, metal forming, high velocity impact or high energy deposition of metals, materials are deformed at very high rates. This produces self-heating to high temperatures due to adiabatic processes. In this case, the stress-strain response will be a balance between the effects of hardening (due to strain and strain-rate) and thermal softening. In other cases, the working temperature may be different to room temperature. Hence both the mechanical response of the material and the effect of strain-rate should be investigated in the domain of interest. At high temperature, materials generally become much more ductile and can also exhibit microstructural changes due to recrystallization phenomena. By contrast, at low temperatures the material strength usually increases and the mechanical behavior changes from ductile to brittle.

From these considerations, it appears evident that temperature and strain-rate are variables of fundamental importance in the prediction of the mechanical response of materials, playing an important role in many deformation processes. Hence, it is clear there is a need to define proper material models which could be implemented in numerical Finite Element simulations from which it should be possible to predict and estimate the responses of structures, components and materials under different loading conditions and scenarios. Of course, the development of methodologies and facilities for the complete investigation of the mechanical response of materials in the whole temperature and strain-rate field of interest is required and has to be addressed, by also taking into account the fact that temperature and strain-rate are mutually related. This means that the thermal effects obtained from quasi-static tests cannot always be used to predict material response under dynamic loading conditions. Moreover, this reveals that in order to consider the coupled effects of temperature and strain-rate, material models should be used in which the thermal component of stress is also considered.
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Effect of strain-rate and temperature on mechanical response of pure tungsten

M. Scapin*, L. Peroni, C. Torregrosa, A. Perillo-Marcone, M. Calviani

Abstract. This paper presents the results obtained from the investigation of the mechanical behaviour of two different batches of pure tungsten specimens. The interest in pure tungsten is due to its special properties, which has led to its finding applications in several fields, including nuclear physics. At this moment, it is used as a core material for fixed particle producing targets in several accelerator facilities around the world and it is a candidate for future ones. In these facilities, tungsten directly interacts with high energy proton beams and, consequently, is subjected to considerable deformation at high strain-rates and temperatures. From these considerations, there comes the need to properly investigate the material response under these extreme conditions. For this purpose, an ad-hoc testing campaign was performed on small dog-bone specimens in tension. The results will be applicable to the ongoing design of CERN’s AD-target as well as to other future tungsten targets operating at high power and dynamically loaded in multiple accelerator facilities.

Due to tungsten’s high Ductile-to-Brittle Transition temperature, it was not possible to test it at temperatures less than 250 °C. Tests were performed at two different strain-rates (nominal value of 1 s^{-1} and 10^3 s^{-1}) reaching a maximum temperature of 1000 °C. The dynamic tests were performed by using a Hopkinson Bar setup in the direct impact configuration. Both at low and high strain-rates, heating of the specimen was achieved using an induction coil system. A numerical inverse procedure was applied to analyse the experimental data with the aim to obtain the equivalent stress versus effective plastic strain at the different loading conditions to be used for calibration of the strength model and for the evaluation of strain-rate and thermal softening sensitivities of the material.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00221-y
Problems associated with making mechanical measurements on water-ice at quasistatic and dynamic strain rates

R. S. Potter, J. M. Cammack, C. H. Braithwaite, P. D. Church, S. M. Walley*

Abstract. Space penetrators are a potential method of inserting instrumentation onto ice covered bodies in the Solar System. Part of a study to see whether this is feasible involves numerically simulating impact of the penetrator into ice at impact velocities of a few hundred metres per second. In order to do this accurately, it is necessary to have a constitutive model for water ice that is valid at the strain rates and temperatures relevant to impact in the Outer Solar System. This paper reports certain issues and difficulties that arose during a study to obtain this data.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00202-1
Temperature dependence of material behaviour at high strain-rate
Dynamic Behaviour of a High-Strength Structural Steel at Low Temperatures

M. J. Perez-Martin*, J. K. Holmen, S. Thomesen, O. S. Hopperstad, T. Børvik

Abstract. The main objective of this experimental study is to determine the effect of low temperatures on the mechanical behaviour of Strenx 960 Plus high-strength structural steel at different strain rates and stress triaxialities. For this purpose, a comprehensive experimental campaign was designed to characterise the material at a wide range of temperatures and loading rates. The stress triaxiality was varied by testing specimens with different geometry. First, to determine the ductile-to-brittle transition temperature, instrumented Charpy V-notch impact tests were carried out at a range of temperatures from +20 °C down to −90 °C. The impact energy dropped gradually with decreasing temperature, but a clear transition temperature could not be identified. A fractography study exhibited a clear dimple structure, revealing predominantly ductile fracture at all temperatures. Then, uniaxial tension tests on smooth and pre-notched axisymmetric specimens under both quasi-static and dynamic loading rates were carried out at room temperature and low temperatures. These tests were conducted to characterise the rate-dependence of the stress–strain behaviour and the failure strain. The results revealed that under quasi-static conditions the flow stress increased with decreasing temperature, while the failure strain was nearly independent of the temperature. Dynamic tensile tests using the same specimen geometries were conducted in a split Hopkinson tension bar at +20 °C and −40 °C. The material exhibited a positive strain rate sensitivity at all investigated temperatures. This experimental study reveals that the Strenx 960 Plus steel retains its ductility at temperatures as low as −40 °C. Brittle failure could not be observed even with combined high strain rate, high stress triaxiality and low temperature.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00206-x

* Corresponding author: mariajesus.perez@ntnu.no, Centre for Advanced Structural Analysis (CASA) / Norwegian University of Science and Technology (NTNU)
Austenitic Stainless Steel Under Extreme Combined Conditions of Loading and Temperature

E. Cadoni*, D. Forni

Abstract. The use of stainless steel rebars is required when reinforced concrete structures are subjected to harsh environmental conditions during their lifetime. Some special infrastructures in addition to these climatic factors can be also subjected to extreme limit states of loading and temperature as in the case of fire followed by blast. This study deals with the mechanical behaviour of austenitic stainless reinforcing steel at three high strain rates (250, 400 and 800 1/s) combined to elevated temperature ranging from 200 to 1000 °C. Proof and ultimate tensile strengths, ductility parameters, strain rate and temperature effects as well as strain hardening rate have been determined and discussed. The increase of the temperature leads to increased plastic strain rate, increased reduction area and decrease in yield and ultimate tensile strengths. An increase of the ductility parameters is observed in particular after the temperature of 600 °C. Based on these experimental results new reduction factors have been proposed in case of dynamic loading. Finally, material parameters for two constitutive models have been calibrated to provide prevision useful in the design of reinforced concrete structures subjected to combined action of fire and blast.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00205-y
Adiabatic Heating of Austenitic Stainless Steels at Different Strain Rates


Abstract. This work focuses on the effect of strain rate on the mechanical response and adiabatic heating of two austenitic stainless steels. Tensile tests were carried out over a wide range of strain rates from quasi-static to dynamic conditions, using a hydraulic load frame and a device that allowed testing at intermediate strain rates. The full-field strains of the deforming specimens were obtained with digital image correlation, while the full-field temperatures were measured with infrared thermography. The image acquisition for the strain and temperature images was synchronized to calculate the Taylor–Quinney coefficient (β). The Taylor–Quinney coefficient of both materials is below 0.9 for all the investigated strain rates. The metastable AISI 301 steel undergoes an exothermic phase transformation from austenite to α'-martensite during the deformation, which results in a higher value of β at any given strain, compared to the value obtained for the more stable AISI 316 steel at the same strain rate. For the metastable 301 steel, the value of β with respect to strain depends strongly on the strain rate. At strain rate of 85 s⁻¹, the β factor increases from 0.69 to 0.82 throughout uniform elongation. At strain rate of 10⁻¹ s⁻¹, however, β increases during uniform deformation from 0.71 to a maximum of 0.95 and then decreases to 0.91 at the start of necking.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00204-z

* Corresponding author: naiara.vazquezfernandez@tuni.fi, Tampere University, Faculty of Engineering and Natural Sciences (ENS), Tampere, Finland
A Modified Johnson–Cook Model for Dynamic Response of Metals with an Explicit Strain- and Strain-Rate-Dependent Adiabatic Thermosoftening Effect

B. Song*, B. Sanborn

Abstract. Metallic alloys are extensively utilized in applications where extreme loading and environmental conditions occur and engineering reliability of components or structures made of such materials is a significant concern in applications. Adiabatic heating in these materials during high-rate deformation is of great interest to analysts, experimentalists, and modelers due to a reduction in strength that is produced. Capturing the thermosoftening caused by adiabatic heating is critical in material model development to precisely predict the dynamic response of materials and structures at high rates of loading. In addition to strain rate effect, the Johnson–Cook (JC) model includes a term to describe the effect of either environmental or adiabatic temperature rise. The standard expression of the JC model requires quantitative knowledge of temperature rise, but it can be challenging to obtain in situ temperature measurements, especially in dynamic experiments. The temperature rise can be calculated from plastic work with a predetermined Taylor-Quinney (TQ) coefficient. However, the TQ coefficient is difficult to determine since it may be strain and strain-rate dependent. In this study, we modified the JC model with a power-law strain rate effect and an explicit form of strain- and strain-rate-dependent thermosoftening due to adiabatic temperature rise to describe the strain-rate-dependent tensile stress–strain response, prior to the onset of necking, for 304L stainless steel, A572, and 4140 steels. The modified JC model was also used to describe the true stress–strain response during necking for A572 and 4140 steels at various strain rates. The results predicted with the modified JC model agreed with the tensile experimental data reasonably well.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00203-0
Advanced Experimental Data Processing for the Identification of Thermal and Strain-Rate Sensitivity of a Nuclear Steel

M. Peroni*, G. Solomos

Abstract. The knowledge of material mechanical behaviour in different physical conditions is necessary to accurately simulate structural response using finite element methods, especially when complex physical processes, such as strain-hardening, large strains etc., are involved. In this context, the material characterization at different temperatures and strain-rates is indispensable, but it is equally essential to properly transform the test data into efficient constitutive equations capable to accurately reproduce the material response. As an alternative to the conventional analytical approach of the stress–strain curve fitting, this investigation examines the adoption of an inverse method that exploits a FEM model to accurately keep account of the specimen stress, strain, and temperature fields. The material parameters of the selected constitutive model are then obtained by using an optimization algorithm that iteratively changes the parameter values to minimize a target function. The algorithm has been implemented in MATLAB using the LS-DYNA FEM solver. In the paper, this method has been applied to the experimental data produced in a test campaign (EU project LISSAC) for a ferritic steel normally employed in nuclear pressure vessels. These data refer to tensile testing under several strain-rate and temperature conditions and include both smooth and notched cylindrical specimens. The constitutive models of Johnson–Cook and Zerilli–Armstrong have been considered for the demonstration of the methodology. The efficiency of the approach in determining the model parameters is critically assessed.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00207-w

* Corresponding author: marco.peroni@ec.europa.eu, European Commission - Joint Research Centre
Dynamic Response of Advanced Materials Impacted by Particle Beams: The MultiMat Experiment


Abstract. The introduction at CERN of new extremely energetic particle accelerators, such as the high-luminosity large hadron collider (HL-LHC) or the proposed future circular collider (FCC), will increase the energy stored in the circulating particle beams by almost a factor of two (from 360 to 680 MJ) and of more than 20 (up to 8500 MJ), respectively. In this scenario, it is paramount to assess the dynamic thermomechanical response of materials presently used, or being developed for future use, in beam intercepting devices (such as collimators, targets, dumps, absorbers, spoilers, windows, etc.) exposed to potentially destructive events caused by the impact of energetic particle beams. For this reason, a new HiRadMat experiment, named “MultiMat”, was carried out in October 2017, with the goal of assessing the behaviour of samples exposed to high-intensity, high-energy proton pulses, made of a broad range of materials relevant for collimators and beam intercepting devices, thin-film coatings and advanced equipment. This paper describes the experiment and its main results, collected online thanks to an extensive acquisition system and after the irradiation by non-destructive examination, as well as the numerical simulations performed to benchmark experimental data and extend materials constitutive models.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00210-1

* Corresponding author: michele.pasquali@cern.ch, CERN
Effects of high strain rate and self-heating on plastic deformation of metal materials under fast compression loading

A. Bragov*, L. Igumnov, A. Konstantinov, A. Lomunov, E. Rusin

Abstract. The results of dynamic tests for compression of four metals after annealing (aluminum alloy, copper, brass, stainless steel) in the range of strain rates 100–10000 s\(^{-1}\) are presented. To obtain dynamic true stress-true plastic strain curves a specific dynamic upsetting computation method was used starting from time variation of force pulse. The high-speed loading of specimens with a height to diameter ratio equal to 1.5 was carried out using three experimental devices: a drop-hammer with a free-falling mass, a ram impact machine with rubber accelerators and an impact machine with powder acceleration. A technique for direct measuring the specimen temperature during plastic deformation using an “artificial specimen” thermocouple (specimen-thermocouple) was proposed, in which the deformable metal itself is the “hot” junction, while the “cold” junction is connected to the measuring instrument. A thermoelectrode made of an alloy of noble metals tungsten and rhenium with a diameter of 0.1 mm was welded to the specimen by radiation from a pulsed YAG:Nd\(^{3+}\) laser. As a result of the tests, true dynamic stress-strain diagrams and flow stress versus strain rate were obtained. Experimental estimation concerning self-heating temperature variation corresponding to high-speed plastic deformation at room temperature is also developed. Experiments for determining the temperature effect of plastic deformation of the samples after annealing during cold settling showed that at the high speed of ~50 m/s and high strain rates of ~10000 s\(^{-1}\) the increase in temperature of the specimens compressed to a degree of deformation of 0.6 reached 55°C for an aluminum alloy, 60°C for copper, 80°C for brass and 140°C for stainless steel.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00214-x

* Corresponding author: bragov@mech.unn.ru, Research Institute for Mechanics, Lobachevsky State University
A Simple Glassy Polymer Model
A practical framework for the strain-rate and temperature dependent behaviour of Polycarbonate

G. C. Ganzenmüller*, S. Patil, M. Maurer, M. Sauer, M. Jung, S. Hiermaier

Abstract. This work presents a simple and robust material model, suitable for dynamic simulations of glassy polymers such as Polycarbonate. The new model reduces the complex stress/strain behavior and its dependence on strain rate and temperature to a simple set of characteristics. Utilizing a time-temperature superposition principle, these characteristics serve as input for a purely empirical fitting approach, which provides an accurate representation of the material behaviour over a wide range of strain rates and temperatures. Calibration data including failure at high rates is obtained using a Split Hopkinson Tension Bar. To demonstrate the applicability of the new model, it is parameterized using high strain rate data and its simulation predictions compared to a gas gun impact experiment wherein a Polycarbonate plate is subjected to the impact of a steel sphere at temperatures between 23–80°C and 56–75 m/s.
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Effects of Adiabatic Heating and Strain Rate on the Dynamic Response of a CoCrFeMnNi High-Entropy Alloy

G. C. Soares*, M. Patnamsetty, P. Peura, M. Hokka

Abstract. This work presents a comprehensive analysis of the effects of strain and strain rate on the adiabatic heating and the mechanical behavior of a CoCrFeMnNi high-entropy alloy (HEA). In this investigation, compression tests were carried out at quasi-static and dynamic strain rates. The temperature of the specimens was measured using high speed infrared thermography. The high strain rate tests were conducted with a Split Hopkinson Pressure Bar, and the tests at lower strain rates were performed using a universal testing machine. The material exhibited a positive strain rate sensitivity, as true stress–strain plots were shifted upwards with the increase in strain rate. With exception of the isothermal tests, temperature rise and the Taylor–Quinney coefficient ($\beta$) were noticeably similar for the investigated strain rates. This study shows that the common assumption that $\beta$ can be considered 0.9 and constant is possibly not very accurate for the CoCrFeMnNi alloy. The $\beta$ is influenced by at least strain and strain rate.
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High Strain Rate Response of Additively-Manufactured Plate-Lattices: Experiments and Modeling

T. Tancogne-Dejean, X. Li, M. Diamantopoulou, C. C. Roth, D. Mohr

Abstract. Plate-lattices are a new emerging class of isotropic cellular solids that attain the theoretical limits for the stiffness of porous materials. For the same mass, they are significantly stiffer than random foams or optimal truss-lattice structures. Plate-lattice structures of cubic symmetry are fabricated from stainless steel 316L through selective laser melting. A special direct impact Hopkinson bar system is employed to perform dynamic compression experiments at strain rates of about 500/s. In addition, tensile specimens are manufactured for characterizing the stress-strain response of the additively manufactured cell wall material for strain rates ranging from $10^{-3}$ to $10^3$/s. The results show that plate-lattices of a relative density of 23% crush progressively when subject to large strain compression. Their specific energy absorption increases by about 8% when increasing the applied strain rate from 0.001 to 500/s, which is primarily attributed to the strain rate sensitivity of the base material. Good quantitative and qualitative agreement between the experiments and the simulations is observed when using a detailed finite element model of the plate structures in conjunction with a modified Johnson-Cook model. The comparison of the simulation results for plate- and truss-lattices of the equal-density reveal a 45% increase in specific energy absorption. Compression experiments on Ti-6Al4V lattices revealed a low energy absorption due to the early fracture of the additively manufactured cell wall material.

Published in Journal of Dynamic Behavior of Materials
https://doi.org/10.1007/s40870-019-00219-6

* Corresponding author: dmoehr@ethz.ch, ETH
Investigation of the Effects of Mold Temperature, Test Temperature and Strain Rate on Mechanical Behaviour of Polypropylene

E. Farotti*, E. Mancini, T. Bellezze, M. Sasso

Abstract. This paper investigates the time and temperature dependence of a ductile polymer, polypropylene, from the mechanical point of view. As the polymeric specimens have been manufactured by the injection molding process, the influence of Mold Temperature has been also subjected to the study. Compression tests have been performed both in quasi static and dynamic range \((10^{-3} \div 10^{3} \text{ s}^{-1})\), at different test temperatures \((-20 \div 40 ^\circ \text{C})\), and the results have been analysed in terms of Yield stress and failure behaviour. The strength of the polymer is strongly influenced from all the input parameters. Mold Temperature has a relevant effect only at room and high temperature. Polypropylene reveals a ductile to brittle transition when it is loaded at high rates, except when test temperature is high. The relation between Test Temperature, Strain Rate and Yield stress is found to be well described by the Ree-Eyring model, adapted to the two relaxation mechanisms involved.
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Constitutive modelling of thermo-mechanical behavior of an epoxy resin from low to high strain rates

Charles Francart1,2, Yaël Demarty2, Nadia Bahlouli1, Saïd Ahzi1
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Abstract. Epoxy resin is classically used to joint multilayer structures used for terminal ballistic and blast protection. These structures are subjected to severe loads. It is therefore essential to understand and characterize the epoxy which also has to sustain these loads. Due to the many possible multilayer configurations, it is necessary to use numerical simulations to identify trends before validating the best configurations through an expensive experimental campaign. We propose to study a new epoxy resin subjected to a wide range of strain rates and temperatures. In addition, this epoxy resin has as innovation a low glass transition temperature of the order of 60 °C. This particularity implies a modification of its mechanical behavior. A modeling of its thermo-mechanical behavior taking into account this low glass temperature is presented. A good correlation between experimental data and modeling is obtained.

1 Introduction

The epoxy resin studied in this work is used in different ballistic applications. It is therefore meaningful to investigate the mechanical behavior of such structure under high temperatures and high strain rates. The mechanical properties like stress-strain relation of the resin, like other polymers are sensitive to the strain rate and temperature. The sensitivity to the deformation rate and the temperature of the epoxy resins are weakly modeled in the literature. The main results concern more conventional polymers as in [1-4], which show an increase in the yield strength and the maximum stress as the strain rate increases. In [4], it shows an increase in modulus and maximum stress and a reduction in the tensile stress when the strain rate increases. The resins show a much more brittle response in tension than in compression. The mechanical behavior of the polymers exhibits strong nonlinearity in addition to a strong dependence on strain rate and temperature. Concerning the mechanical modeling of the polymers, models such as Ree-Eyring [5, 6] or cooperative models [7-9] (for the yield stress) coupled with a hyperelastic expression [10] (e.g. 8-chains model, Gent model ...) can be employed. The choice of the constitutive expressions has to be done with the consideration of the different deformation mechanisms. This can only be carried out through experimental mechanical characterization tests.

The thermo-mechanical response of the epoxy resin is investigated in compression loadings over a wide range of strain rates and temperatures. The low glass transition temperature of this epoxy needs a modification of constitutive equations used to describe the strain rate and temperature sensitivity. Thus, a new constitutive behavior model is proposed.

2 Sample preparation and physical material properties

The epoxy resin is a thermoset polymer processed by mixing two different components: a resin and a hardener for the polymerization. This epoxy resin has a very low pot time of 8 minutes (time during which the epoxy resin can be manipulated before the hardening) and reaches its optimum mechanical properties after around 3 days. The two components (1:1 ratio in mass) of the epoxy resin were mixed during 6 min (8 min of pot time) and the still liquid epoxy resin was next poured in wax molds. The bubbles have been removed with vibrations at very low ambient pressure. The samples were then machined for adjustment. The specific heat at room temperature of \( C_v = 1000 \, \text{J.kg}^{-1}.\text{K}^{-1} \) was provided by the manufacturer. The density at room temperature was measured at \( \rho = 1200 \, \text{kg.m}^{-3} \) using the Archimede’s method. Differential scanning calorimetric test has revealed that this epoxy resin has a quite low temperature of glass transition of \( T_g = 60^\circ \text{C}=333 \, \text{K} \).

3 Experimental methods

3.1. Quasi-static compression tests

The quasi-static compression tests have been carried out with an electro-mechanical Instron testing machine 5500 K9400 at the different true strain rates of 0.001/s, 0.01/s and 0.1/s on 1:1 ratio cylindrical specimens (h = 8 mm / Ø = 8 mm, Figure 1). LVDT Instron strain sensor has enabled to control the constant strain rate. The interfaces between the platens and the samples have been lubricated with petroleum jelly.
3.2 Dynamic compression tests

The dynamical compression tests have been carried out at room temperature with a Split Hopkinson Pressure Bar setup (SHPB) (see Table 1) [11, 12].

Table 1. SHPB setup characteristics (mm)

<table>
<thead>
<tr>
<th>Material</th>
<th>Input Bar</th>
<th>Output Bar</th>
<th>Striker</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>High strength Steel</td>
<td>Ø = 12</td>
<td>Ø = 12</td>
<td>Ø = 12</td>
<td>Ø = 8</td>
</tr>
<tr>
<td></td>
<td>L = 1400</td>
<td>L = 1400</td>
<td>L = 400</td>
<td>L = 4</td>
</tr>
</tbody>
</table>

The raw wave signals from full Poisson’s bridges of strain gages glued on the bars have been acquired. The signals have been magnified and displayed on a numerical oscilloscope at a sampling frequency of 2 MHz. The striker velocity measurement has been carried out with photodiode sensors. The interfaces between the samples and the bars have been lubricated with petroleum jelly. Dynamic tests at high temperatures have been carried out using a custom pulsed air flux system. The sample was heated alone (the bars were put in contact with it just before the test) and its temperature was monitored using a thermocouple set on its surface. Other dynamic tests at low temperatures have also been performed using liquid nitrogen and ethanol to adjust to the desired temperatures. The temperature of the sample was monitored using an infrared measuring device.

4 Experimental mechanical behavior

The true stress-strain compression curves obtained from the tests performed at low and high strain rates are plotted in Figure 1. Classical non-linear mechanical behavior is observed for the epoxy resin. The curves can be decomposed in three main parts: elastic linear until threshold stress [13], strain softening [14, 15] followed by strain hardening [10]. The viscoelastic behavior is not addressed in this paper. Elastic modulus and yield stress are strain rate sensitive. As the strain rate increases, elastic modulus and yield stress increase too. Under quasi-static loading, the stress-strain curve at 0.001/s goes over the stress strain curves at 0.1/s at high strain level. This phenomenon can be attributed to the thermal softening. During the tests, an increase of temperature of 15°C was measured. The competition between the strain softening and strain hardening begins at low strain rate. Under dynamic loading, the strain softening manages to overcome the strain hardening at high strain due to the high adiabatic heating. The evolution of the yield stress $\sigma_y$ with the strain rate of the epoxy resin seems nonlinear for each tested temperatures (Figure 2). Two domains can be identified below and above approximately $10^2$/s. The previously mentioned strong dependency of the threshold stress on the strain rate can be explained by the cross-linking [16] of the chains. Similarly, the motion inside the reticulated entities seems facilitated by increasing temperature as the free volume is growing.

The high non-linearity of $\sigma_y$ towards temperature (Figure 2) is due to the fact that the glass transition temperature of the epoxy resin is relatively low (60°C). The mechanisms of chain diffusion from glassy state to rubber state greatly soften the polymer.
Concerning the strain hardening, the dependency to the strain rate \([10, 14, 17]\) cannot be studied due to the low temperature of glass transition. Indeed, the adiabatic heating occurring at those rates of deformation leads to a rubber behavior of the polymer (Figure 1). As mentioned previously, the behavior does not seem to present any visible strain hardening in dynamic conditions. However, the quasi-static tests enable to observe the high rate sensitivity of the overall mechanical behavior of the polymer.

Fig. 2. Evolution of the yield stress of the epoxy resin with strain rates at different initial temperatures, with the application of the modified cooperative model (Eq 2) on the epoxy.

5 Constitutive modeling

The constitutive modeling is based on additive form following the equation Eq. 1.

\[
\sigma(\dot{\varepsilon}_p, T) = \sigma_y(\dot{\varepsilon}_p, T) + \sigma_{\text{hyp}}(\dot{\varepsilon}_p, T) \psi(\dot{\varepsilon}_p)
\]  

(1)

5.1 Yield stress modeling

The modeling of the threshold stress \(\sigma_y\) of polymer materials defines the global level of stress and is greatly dependent on the temperature and the strain rate \([13, 14]\). At the threshold stress, the motion inside the reticulated entities can be assumed irreversible. The model used in this work is the cooperative model \([7-9]\) developed for amorphous polymers and based on the Ree-Eyring theory \([5, 6]\). This particular model takes into account the change of mechanical behavior before and after the transition of glass transition through considerations on the evolution of the free volume \([15, 18, 19]\) in the polymer with the temperature and the strain rate.

As shown by the experimental results on Figure 2, the temperature sensitivity of \(\sigma_y\) is highly non-linear for the range of tested temperatures. Therefore, the cooperative model is adapted to take into account such thermal behavior (Eq. 2) \([7, 20]\). The existence of a threshold stress has been observed only below the \(T_g\) in quasi-static condition and therefore the epoxy resin will be assumed as a purely hyperelastic material without threshold stress at low strain rates above \(T_g\). The parameters, calculated with the tests using the least square method in Matlab optimization toolbox, are gathered in Table 2.

\[
\sigma_y(\dot{\varepsilon}_p, T < T_g - T_t) = \sigma_0 - m T + \frac{2k_B T}{V} \sinh^{-1}\left(\frac{\dot{\varepsilon}_p}{\Delta H_B \dot{\varepsilon}_0} \right) \left(1 - \frac{T}{T_g}\right) \left(1 + \frac{T}{T_g}\right) + \sigma_0 \frac{1}{n} \exp\left(\frac{\Delta H_B}{n(10)\dot{\varepsilon}_0^2 (T - T_g)}\right)
\]

(2)

With \(\sigma_0, m, n, \dot{\varepsilon}_0\) and \(\Delta H_B\) model parameters. \(R = 8.314 \text{ J.mol}^{-1}\text{K}^{-1}\) is the constant of perfect gas. \(\sigma_0\) is a reference yield stress at 0 K, \(m\) is the temperature sensitivity, \(V\) is the activation volume of the chain motion, \(\dot{\varepsilon}_0\) is a reference strain rate, \(\Delta H_B\) is the \(\beta\) activation energy, \(\theta^*\) the parameter modeling the nonlinear temperature sensitivity of the yield stress, \(T_t\) the temperature range between the beginning of the phenomenon of glass transition and \(T_g\) and \(n\) a phenomenological parameter linked to the level of reticulation of the chains \([16]\).

Table 2. Cooperative model parameters of the epoxy resin.

<table>
<thead>
<tr>
<th>(\sigma_0) (MPa)</th>
<th>(m) (MPa /K)</th>
<th>(V) (m³)</th>
<th>(\dot{\varepsilon}_0) (/s)</th>
<th>(\Delta H_B) (J /mol)</th>
<th>(\theta^*) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>315.7</td>
<td>0.912</td>
<td>1.91e-29</td>
<td>4.92e9</td>
<td>5520</td>
<td>27.99</td>
</tr>
<tr>
<td>(T_g) (K)</td>
<td>(c_1^\theta)</td>
<td>(c_2^\theta) (°C)</td>
<td>(n) (−)</td>
<td>(T_t) (K)</td>
<td>/</td>
</tr>
<tr>
<td>333</td>
<td>17.44</td>
<td>51.6</td>
<td>10.83</td>
<td>8</td>
<td>/</td>
</tr>
</tbody>
</table>

5.2 Strain softening phenomenon

A strain-softening phenomenon \([7, 14, 15, 21]\) can be observed for the epoxy resin. In this work, it is evaluated as the normalized energetic balance \(\psi\) between the global measured behavior \(\sigma_{\text{meas}}\) and the modeled behavior, which takes into account only the yield stress and the hyperelastic phenomena. It has been observed that the minimal energetic value is reached around a plastic strain \(\dot{\varepsilon}_p \approx 0.125\) and stays quasi-constant up to around \(\dot{\varepsilon}_p \approx 0.3\). Therefore, it can be concluded that the epoxy resin (thermoset) releases its stored energy through the relaxation of chains over a relatively large strain range.
which leads to a decrease of the level of stress [14, 15, 22-24]. Therefore, to maintain the energy balance during the whole range of strain, the same quantity of released energy during the relaxation phenomenon has to be absorbed before the failure (Eq. 3).

\[
\int_0^{\ln \varepsilon'} \left( \frac{\sigma_{\text{exp}}}{\sigma_y + \sigma_{\text{hyp}}} - 1 \right) d\varepsilon' = 0
\]  
(3)

The evolution of the energy balance \( \psi \) is modeled through Eq. 4. Only the strain sensitivity is taken into account in this work. Temperature and strain rate dependencies are assumed negligible in this work but still exist.

\[
\psi(\varepsilon_p) = \frac{\sigma_{\text{exp}}}{\sigma_y + \sigma_{\text{hyp}}} = A e^{B\varepsilon_p} + C e^{D\varepsilon_p}
\]  
(4)

With \( A, B, C \) and \( D \) phenomenological parameters. The parameters of the model are reported in Table 3.

**Table 3.** Energetic balance parameters of the epoxy resin.

<table>
<thead>
<tr>
<th>( A ) (-)</th>
<th>( B ) (-)</th>
<th>( C ) (-)</th>
<th>( D ) (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2978</td>
<td>-12.91</td>
<td>0.6984</td>
<td>0.6644</td>
</tr>
</tbody>
</table>

**5.3 Strain hardening**

In this work, the model used for \( \sigma_{\text{hyp}} \) is the Gent model [25] which has been chosen due to its efficiency, simplicity of use and of implementation in numerical code.

**5.4 Constitutive behavior of the epoxy resin**

The mechanical behavior of the epoxy resin is complex. Indeed the significant differences between quasi-static and dynamic conditions are due to two properties of the material (Figures 3 and 4):

- The high level of reticulation of the thermoset polymers causes the high strain rate sensitivity of the yield stress.
- The low temperature of glass transition \( T_g \) causes a very high softening of the level of stress as soon as the temperature increases (due to adiabatic heating or environmental factors).

The model provides satisfying results to evaluate the level of stress of the epoxy resin over such wide ranges of temperatures and strain rates and up to very high strains (see Figure 4).

**Conclusion**

The work presented in this paper provides an overview of the mechanical behavior of an armor-bonding epoxy resin. Each main phenomenon responsible of the non-linear irreversible stress mechanical response have been discussed and a modeling has been suggested (yield stress, strain softening and hyperelasticity). The particularities of the studied epoxy resin are its relative low temperature of glass transition \( T_g = 333 \, K \) leading to a highly non-linear thermal behavior in the range of temperatures of interest and its very high level of chain cross-linking (entanglement). The increase of this latter leads to an increase of the strain rate sensitivity of the yield stress [8, 26]. The same goes for the temperature toward which the level of cross-linking is highly dependent and decreases rapidly when heat provided to the material increases [16].

The constitutive equations used for the modeling of the different phenomena have been developed to grasp its...
mechanical behavior with a high level of accuracy over wide ranges of temperatures and strain rates. These expressions aim to be implemented in a FEM software in order to numerically study the influence of epoxy joint in the mechanical performance of multilayer composite armor plates subjected to impact loading. Further mechanical characterizations on the studied epoxy resin with other kind of solicitations are under investigation to identify failure modes and model. A good compromise should be found to reach a satisfying description of the adhesive joint mechanical response under impact loading while keeping reasonable computing time.

This work was funded by the French-German Research Institute of Saint-Louis and experimental tests were carried out at the French-German Research Institute of Saint-Louis and at the ICube laboratory at Strasbourg.
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Numerically analyzing the inverse experiment methodology as applied to the investigation of dynamic penetration into water-saturated soils at negative temperatures
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Abstract. The present paper numerically analyzes the applicability of the inverse experiment methodology for determining the force resisting penetration of a conical striker into frozen sand soil at a temperature of -18 °C. The condition of the soil specimen prior to freezing is characterized as fully water-saturated. The deformational behavior of the soil is described in the framework of the model of compressible elastoplastic media with the plasticity condition depending on pressure. The dynamic compressibility diagram of the frozen soil includes the initial linearly elastic part. The error in determining the force resisting penetration of a conical striker into frozen soil in the inverse experiment due to the effect of the waves reflected from the container walls was analyzed. The difference between maximal values of the force resisting penetration, obtained in the numerical calculations with the two versions of the boundary conditions, was used as a measure of the effect. For the problems of penetration of conical strikers into frozen and water-saturated soil, a fairly good agreement between the experimental data and numerical results can be obtained with the help of Grigoryan’s model accounting for the pressure-dependent parameters.

1 Introduction

Determining the parameters of the laws of dynamic deformation for dry and water-saturated soils under varied parameters of temperature is of great scientific and applied importance. In the middle of the last century the stress and velocity fields were determined in field experiments as a result of spherical explosion of blasting charges in frozen soil. A substantial dependence of the wave parameters on temperature and soil characteristics in the initial non-frozen condition: humidity, porosity, fractional and component composition and others, was determined.

The inverse experiment methodology [1–3] with measuring bar has proved very effective in determining the force characteristics of penetration of rigid cylindrical strikers with heads of various geometries. It allows to measure integral loads at the initial nonstationary stage of penetration. Earlier, experimental data were obtained on strain-rate dependences of dynamic penetration of cylindrical solids with flat, hemispherical and conical heads into dry and water-saturated sand at positive temperatures [4 - 7].

A significant disadvantage of the inverse techniques is the necessity to accelerate soil containers of considerable mass and small geometrical dimensions that leads to the effect of the container walls on the integral loads and final penetration depths [8]. Earlier, the effect of the boundaries on the maximal and quasi-stationary values of the force resisting penetration of a 20 mm-dia hemispherical striker into dry sand, determined in inverse experiments, was studied. It was found that, if a boundary condition modeling the effect of a rigid container was used in computations, the quasi-stationary value of the force resisting penetration exceeds the analogous value calculated for penetration into a half-space by 20% at impact velocities over 100 m/s and then decreases with the increasing impact velocity. The computations of the process of penetration into dry soil conducted without a container showed lower values of the resistance force.

A qualitatively similar picture is observed when analyzing the process of penetration into frozen soil. The quantitative differences are explained by the fact that the longitudinal wave velocity in frozen soil (3000–4000 m/s) is an order of magnitude higher than the propagation velocity of small-amplitude waves in dry sand, which is 300–400 m/s.

In this paper the process of penetration of a conical striker along the normal line to the free surface was numerically analyzed in an axisymmetric formulation, using software package Dinamika-2 of the Research Institute for Mechanics of Nizhny Novgorod Lobachevsky State University, and in a 3D formulation in the framework of software product LS-Dyna. The relations of the soil media model were numerically realized in the framework of the modified Godunov scheme, implemented in the applied software package Dinamika-2 of the Research Institute for Mechanics of Nizhny Novgorod Lobachevsky State University. The earlier computations of the processes of impact and penetration of axisymmetric strikers into soft soil media showed good agreement between the numerical results and experimental data. The impact and penetration velocities are varied during the calculations from 150 to 300 m/s, with the cone basis diameters of 10, 12 and 20
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mm. Computational geometry is determined by the size of the container used in the inverse experiment. The deformation of the container was neglected, the effect of the container walls was modeled by two choices of the boundary conditions: free surface (the absence of the walls) and “impermeability” along the normal line and free sliding in the tangential direction.

2 Mathematical formulation of the impact and penetration problem

Grigoryan’s mathematical model of the dynamics of soil media [9] can be written in the cylindrical coordinate system rOz (where Oz is the symmetry axis) as the system of differential equations expressing the laws of conservation of mass, pulse and maximal density attained in the process of actively loading the soil, as well as equations of plastic flow theory with the von Mises–Schleicher plasticity condition

\[
dp / dt + \rho (u_r \cdot r + u_z \cdot z) = - (\rho u_r / r),
\]

\[
\rho \hat{u}_r / dr - \sigma_{rr} - \sigma_{rz} = (\sigma_{rr} - \sigma_{\theta 0}) / r,
\]

\[
\rho \hat{u}_r / dr - \sigma_{rr} - \sigma_{zz} = (\sigma_{zz} / r),
\]

\[
dp / dt = d\rho / dt H(\rho - \rho_s) H(dp / dt),
\]

\[
Ds_{ij} + \lambda s_{ij} = 2Ge_{ij}, (i, j = r, z),
\]

\[
s_{ij} \leq 2\sigma_f^2,
\]

Where the following notation is used: t is time, \( \rho_0 \), \( \rho \) and \( \rho_s \) are the initial, current and maximal density attained in the loading process, \( u_i \), \( \sigma_{ij} \), \( \epsilon_{ij} \) are the components of the velocity vector, Cauchy stress tensor, and deviators of the stress and strain rate tensors, respectively, \( H \) is the Heaviside function, \( D_j \) is the Yaumann derivative, \( d / dt \) is the total derivative with respect to time, \( G \) is the shear modulus, \( \sigma_f \) is the yield strength, and sums are taken over repeated indices. Parameter \( \lambda = 0 \) in case of elastic strain and \( \lambda > 0 \) if the von Mises–Schleicher plasticity condition is satisfied.

The system of differential equations (1) is closed with finite relations, determining pressure \( p \) and plasticity condition of the soil

\[
p = f_1(\rho, \rho_s) H(\rho_s - \rho) H(\rho_0 - \rho),
\]

\[
\sigma_T = f_2(p).
\]

The system of equations (1), (2) of soil dynamics is closed with initial and boundary conditions. On the head part of the striker, contacting with the soil medium, a contact algorithm of “impermeability” is used along the normal line with “sliding in the tangential direction with dry friction” in accordance with the Coulomb friction model with a constant friction coefficient \( k_f \). Over the free surfaces of the soil and the striker, normal and tangential stresses were set to be equal to zero. The outer boundaries of the analyzed region of the soil corresponded to the geometry of the container used in the inverse experiment. Deformation of the container was neglected, and the effect of the container walls was modeled by two versions of the boundary conditions: 1) “impermeability” along the normal line and free sliding in the tangential direction (boundary condition 1) and 2) free surface, corresponding to the absence of walls (boundary condition 2). At an initial time, the stresses and velocity of the soil particles are equal to zero. The striker was assumed to be rigid, moving at a constant speed, equal to the impact velocity.

Let us concretize the assignment of functions \( f_i \) and \( f_2 \) in Grigoryan’s model of soil media (1), (2).

The dynamic compressibility of the soil, as well as some other compressible materials, is characterized by shock adiabat, represented by the linear dependence of the shock wave velocity \( D \) as a function of the mass velocity \( u \).

\[
D = A + Bu
\]

Here the value of the constant \( A \) is approximately equal to the propagation velocity of the plane compression wave in soil under small pressures, \( B \) characterizes the ultimate compressibility of soil. The shock adiabat, represented in the form of a linear dependence (3), and the Hugoniot conditions for a shock wave \( \sigma = \rho_0 Du \) imply the well-known relation between the stress \( \sigma \) and the bulk strain \( \theta \).

\[
\sigma(\theta) = \frac{\rho_0 A^2 \theta}{(1 - B \theta)^2}, \quad \theta = 1 - \frac{\rho_0}{\rho},
\]

The shear resistance of the medium is determined by the fractional-rational dependence of the yield strength as a function of pressure

\[
f_2(p) = \sigma_0 + k p / (1 + k p / \Delta \sigma), \quad \Delta \sigma = \sigma_M - \sigma_0
\]

(5)

The coefficients \( \sigma_0 \), \( \sigma_M \) and \( k \) characterize adhesion, maximal value of yield strength and the internal friction of the soil.

The pressure is described with following equation

\[
p(\theta) = f_1(\theta) = \begin{cases} 
K \theta, & - \theta_e < \theta < \theta_e \\
K \theta_e + \rho_0 a^2 \theta / (1 - b \theta)^2, & \theta \geq \theta_e
\end{cases}
\]

(6)

Here \( K \), \( a \) and \( b \) are constant coefficients, the value \( \theta_e \) limits an elastic behavior of the soil. The method for determining the coefficients \( a \) and \( b \) based on the known dependency parameters (3)-(5) is given in [16].

Unloading the medium from a state characterized by pressure and density values \( p^* \) and \( \rho^* \) is assumed to be linear

\[
p - p_s = \frac{K}{\rho_0} (\rho - \rho_s)
\]

(7)

3 Formulation of numerical modeling problems

The relations (1), (2) were realized within the framework of the methodology [10], based on the modified Godunov scheme, implemented in the applied software package Dynamika 2 of the Research Institute for Mechanics, Nizhny Novgorod Lobachevsky State
University [11]. The earlier computations of the processes of impact and penetration of axisymmetric strikers into soft soil media [4] showed good agreement between the numerical results and experimental data.

To increase the reliability of the results of numerical analyses, the problem of penetration of a conical striker into an elastoplastic medium modeling frozen soil was analyzed in a fully 3D formulation, using commercial software product LS-DYNA. The striker was modeled by a non-deformable rigid body (*MAT_RIGID), the soil was modeled by an elastoplastic medium, the behavior of which is described in the framework of the model *MAT_SOIL_AND_FOAM.

The problem was analyzed in FSI (Fluid Structure Interaction) formulation, where the equations of motion of the striker were integrated in Lagrangian coordinates, while the equations for the soil were solved on the Eulerian grid. The interaction between the striker and an elastoplastic medium was realized using a special type of contact (CONSTRAINED_LAGRANGE_IN_SOLID).

The formulation and solution of the problem of penetration corresponds to the one given earlier [12].

The parameters of the soil model (5), (6) are the following: \( \rho_0 = 2100 \text{ kg/m}^3 \), \( p_c = 6 \text{ MPa} \), \( K = 21000 \text{ MPa} \), \( G = 7875 \text{ MPa} \) (determined by the value of Poisson’s ratio 1/3), \( a = 1400 \text{ m/s} \), \( b = 4 \), \( \sigma_0 = 15 \text{ MPa} \), \( k = 0.5 \), \( \sigma_M = 50 \text{ MPa} \), \( j = 0.2 \).

The choice of values of the parameters is determined by the following reasons. Up to stress values of \( \sigma^* = 15-21 \text{ MPa} \), which correspond to compressive strength of the frozen soil, the soil behaves like a linearly elastic medium. Under conditions of uniaxial stress we have \( p_c = \sigma^*/3 \), at pressure \( p_c << \sigma_M \), \( \sigma^* = \sigma_0 + k p_c \).

The results of dynamic tests [13-15] also indicate stress-rate dependence of the deformation diagrams of frozen soil, resulting in the approximately 1.5-fold increase of compressive strength in the strain-rate range from 300 to 1000 /s. It is to be noted that the strength values of the frozen soil obtained in both static and dynamic tests are characterized by considerable scatter. In the present paper, the average strength value \( \sigma^* = 18 \text{ MPa} \) was assumed. Strain-rate dependence was not accounted for in the first approximation. At pressures of about 200 MPa and a temperature of \(-18^\circ\text{C}\), ice-water transition takes place, and the behavior of the frozen soil becomes similar to that of water-saturated soil, the parameters of the equation of state for which were determined by us earlier [16].

The longitudinal wave velocity \( c \), determined by the inclination of the deformation diagram (6) at its initial part, amounts \( \sqrt{(K + 4G/3)/\rho_0} = 3.8 \text{ km/s} \), while the shear wave velocity is \( \sqrt{G/\rho_0} = 1.9 \text{ km/s} \). When the compression strength is exceeded, the longitudinal wave velocity drops to the value of 1.5 km/s, which corresponds to failure of the skeleton of the frozen soil.

The rectangular section of the cylindrical area of the soil is divided by a difference grid into square cells with the side size of \( d/n \), where \( n \) is the number of cells. The convergence of the used Godunov scheme [10] was analyzed by a series of numerical computations on condensing grids. The change in quasistationary force depending on the cell size \( d/n \) appeared to be close to linear one with a reliability of at least 0.95, whereas the difference in values of the forces at \( n = 200 \) from the predicted values was 10-15%.

Fig. 1 presents the forces resisting to penetration into the frozen soil of the conical striker with an apex angle of 60 degrees and basis diameter of \( d = 20 \text{ mm} \) in a rigid jacket at velocities of 150 m/s (curves 1, 2) and 300 m/s (curves 3, 4).

The curves 1, 3 represent the results obtained in calculations employing the applied software package Dynamika 2, while the curves 2, 4 represent the results obtained within the framework of software product LS-DYNA. The soil occupied a cylindrical area with a diameter of 54 mm and a height of 65 mm. It is to be noted that, the curves are almost fully coincident at the stage of penetration of the conical part of the striker and the numerical results after separation of the flow are in good agreement.

4 Results of numerical computations

The results of numerical calculations of penetration of conical strikers with an apex angle of 60 degrees and basis diameters of \( d = 10 \), 12 and 20 mm at penetration velocities of \( V_0 = 150 \) and 300 m/s are given onwards. Two versions of the boundary conditions modeling absolutely elastic and absolutely rigid containers are analyzed.
The forces resisting to penetration of a conical striker with basis diameters of $d=10$ (a), 12 (b) and 20 mm (c) into frozen soil at velocities of 150 m/s (curves 1, 2) and 300 m/s (curves 3, 4).

Fig. 2 presents the forces resisting to penetration of a conical striker with basis diameters of $d=10$ (a), 12 (b) and 20 mm (c) into frozen soil at velocities of 150 m/s (curves 1, 2) and 300 m/s (curves 3, 4). Curves 1, 3 show the results, obtained in computations using the boundary condition 1 modeling the effect of a rigid container, whereas curves 2, 4 show the results of computations without a container (boundary condition 2).

Let us consider the value of the resistance force at the moment of penetration of a conical part of the striker $t^* = \frac{\sqrt{3}}{2} \frac{d}{V_0}$. Further, the growth of the contact surface area does not occur, and the observed changes in the resistance force to penetration are associated with the action of the boundary conditions caused by compression-dilatational waves reflected from the borders of the region (container walls). The value of the resistance force at the moment of $t^*$ is considered the maximal value of the force resisting to penetration.

It can be seen from Fig. 2, 6 that the influence of the boundary conditions on the maximal value of the force resisting penetration of a striker with a $d=12$ mm basis does not exceed 10% at penetration velocities of 150 m/s and then decreases with the increasing velocity. The force resisting penetration of a striker with a $d=10$ mm basis is practically independent of the type of the boundary conditions until the $t < t^*$. The boundary conditions have a significant effect on the force resisting penetration of a striker with a basis diameter of $d=20$ mm: when penetration velocities are varied from 150 m/s to 300 m/s the difference in maximal values decreases from 60% to 15%.

The problems of penetration of a striker into frozen soil at a penetration velocity of 300 m/s, within the time interval of $0 < t < 1.5 t^*$, equivalent to the problems of penetration into a half-space, were also considered. Fig. 3 presents the results of computations in the form of time history of the force resisting penetration. Curves 1, 2 and 3 show the computational results of penetration into frozen soil of cones with basis diameters $d=10$, 12 and 20 mm. Practically constant (quasi-stationary) level of the force resisting penetration is observed upon reaching its maximal value. It is to be noted that, the maximal value practically coincides with the value, obtained in computations using boundary condition 1, which simulates an absolutely rigid container (see also Fig. 2).

Conclusion

It is shown that, in problems of penetration of conical strikers into frozen and water-saturated soils a fairly good agreement between the experimental data and numerical results can be achieved using Grigoryan’s model of elastoplastic soil medium, accounting for the dependence of the yield criterion on pressure (the Mohr-Coulomb Tresca limit yield criterion).

The error in determining the force resisting penetration of a conical striker into frozen soil in the inverse experiment due to the effect of the waves, reflected from the container walls, was analyzed. The difference between maximal values of the force resisting penetration, obtained in the numerical calculations with two versions of the boundary conditions, was used as a measure of the effect.

It is shown that, for a striker with 20mm-dia basis, the error amounts 15% at velocities over 300 m/s and then decreases with the increasing velocity. For conical strikers with 10 and 12mm-dia bases, at impact
velocities over 150 m/s, the effect of the container walls can be neglected.

This work was supported by a grant from the Government of the Russian Federation (contract No. 14.Y26.31.0031).
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Abstract. The laws of contact interaction between rigid and deformable strikers with dry and water-saturated soils in a wide range of temperatures were studied experimentally. Studies of the processes of impact and penetration of a steel conical striker into frozen sandy soil were carried out on the basis of the inverse experiment employing methodology of measuring bars. The dependences of the maximal values of the resistance force to penetration into soil of cones as a function of impact velocity ranging from 100 to 400 m/s are presented. The condition of sandy soil samples before freezing at a temperature of -18°C is characterized by almost complete water saturation. A comparative analysis of the forces resisting to penetration of a striker into compacted dry, water-saturated and frozen sandy soil has been carried out. The resistance of frozen soil to penetration at low impact velocities significantly exceeds the resistance of dry and water-saturated soils. According to the results of the present experiments, at impact velocities over 300 m/s, the resistance curves of frozen and water-saturated soil tend to approach each other.

1 Introduction

The behavior of frozen soil is well enough studied in the experiments on uniaxial and triaxial compression at pressures up to 20 MPa and strain rates up to 10² s⁻¹ [1-3]. Higher strain rates of the order of 10⁵ - 10⁶ s⁻¹ were realized in the experiments using the SHPB system [4, 5], in which the deformation diagrams of frozen sand were obtained at a temperature of -28 °C. The experimental data are used to equip mathematical models of the elastoplastic behavior of soil with various approximations of yield and failure surfaces [1–5]. More complex models explicitly take into account the dependence on temperature [6] or the influence of incompletely frozen water [7]. The elastic properties of frozen sand, characterized by the velocities of propagation of compression and shear waves, were determined in [8–10]. It was found that the velocity of a longitudinal wave in a water-saturated frozen soil at temperatures below -10°C could amount to 3-4 km/s.

An experimental complex for determining the main parameters of the process of impact and penetration of solid deformable bodies into soft soil media, based on the methodology of the inverse experiment with a measuring bar, was presented earlier in [11–16]. The forces resisting penetration of flat-ended strikers with hemispherical heads into compacted dry sandy soil are determined. Peculiar features of determining the maximal resistance force and the force values at quasi-stationary state of penetration of a flat-ended striker into a water-saturated soil, associated with dispersion during the propagation of short pulses of force in a measuring bar, were demonstrated. The maximal values of the force resisting to penetration of a hemispherical striker into dry, wet and water-saturated sandy soils were determined.

However, the results of impact experiments with frozen soil are not presented well enough in the available literature, though they could be used for numerical verification of mathematical models. The paper presents new results of inverse experiments, in which time histories of the resistance force and the dependences of the maximum values of the resistance to penetration of a conical striker into frozen sand were determined.

2 Measuring bars methodology in inverse experiment

Measuring bars methodology in inverse experiment was used to determine the resistance forces acting on heads during penetration into frozen sand.

In the inverse experiment, a resistance force was measured at an initial stage of penetration. The technique of measuring the force resisting the penetration of a striker into the sand using a measuring bar is as follows [12]. A container filled with sand is accelerated up to the required velocities and impacted against a stationary striker fixed on a measuring bar. The impact velocity and material properties of the bar are to be such that no plastic strains should occur in the bar. In this case, an elastic strain pulse ε(t) is formed in the bar. Registering this pulse makes it possible to determine force F, acting on the striker upon its interaction with the medium, according to the well-known relation F(t) = Eε(t) S, where E is elastic modulus of the bar, S is its cross section area. Thus, in this method, the task of measuring forces is greatly simplified and reduced to registering an
The setup implementing this method is schematically depicted in Fig.1. In the present version of the inverse experiment, a soil container is accelerated using a 57 mm caliber gas-gun with a two-diaphragm breech mechanism (2), which makes it possible to provide stable and easily controlled impact velocities in the range of 50 - 500 m/s.

The container is a thin-walled cartridge, made of D16-T aluminum alloy (3), filled with soil medium (4). To prevent soil from spilling in the process of preparation of the experiment and during the acceleration of the container, the front part of the container is sealed with 0.01 mm-thick lavsan film (5). The film is fixed and secured against the soil surface with a vinyl-plastic ring (6).

The impact velocity of the container was determined using two electric-contact transducers (7) located in the orifices of the barrel drilled in front of its muzzle. A 1.5 m-long and 20 mm-dia steel rod with a yield strength of over 2000 MPa was used as a measuring bar (8). One of the ends of the measuring bar has a threaded orifice (M10) housing a cylindrical striker with a head of appropriate geometry (9). The bar is located at a certain distance from the barrel muzzle, so that the impact occurs immediately after the container entirely leaves the barrel. The stand, on which the bar is located, has adjusting supports (10), which ensure the axisymmetric nature of the interaction. The rear end of the bar rests against a special damper (11), preventing it from displacement and damping the impact energy. Impact takes place inside the vacuum chamber (12), to which the gun barrel (13) is connected and into which the measuring bar (8) with the striker (9) is inserted. The cylindrical parts of the striker heads were 19.8 mm in diameter, with a hemisphere radius of 10 mm and were made of 45 steel (σ≥600 MPa) and EP638 steel (σ≥1800 MPa).

The measuring bar was made of 03N18K9M5T steel with the density of 8050 kg/m³, Young modulus of 186 GPa and yield strength of 2 GPa. The bar was 20.5 mm in diameter and 1.5 m in length. At one end, the bar had a threaded orifice (M10) for screwing in heads of required geometries. The conical heads with a cone angle of 60 ° were used in the experiments. Two types of the heads with a base diameter of 19.8 mm and 10 mm were used. The heads were made of 03N18K9M5T steel.

Besides, the effect on the experimental results of the threaded connections and joints between the head and the bar was evaluated using a 12 mm-dia 30HGSA steel with a yield strength of 700 MPa. One of the ends of the bar was in the form of a cone with an angle of 60 ° (Fig. 2).

The experiments were carried out with a sand mixture of natural composition, from which particles larger than 1 mm and smaller than 0.1 mm had been removed. The accelerated containers were filled with dry sand, which was then compacted to an average density of about 1,750 kg/m³. The containers were made of D16T alloy in the form of a thin-walled 70 mm high cylindrical cartridge with a wall thickness of 1.4 mm, an outer diameter of 56.8 mm and a bottom thickness of 2 mm. The containers were weighed to find the mass and density of the dry sand, and then gradually filled with water until the sand was fully saturated. Further humidification resulted in the formation a water layer over the surface of the sand, so the excess water was poured off. The containers were weighed again to determine the density of the water-saturated sand and its moisture content relative to its initial density. The average density of the water-saturated natural mixture was respectively 2090± 2050 kg/m³. Since sand is mainly consists of quartz particles, the density of which is 2650 kg/m³, thus, the porosity of sand is 0.34. When all the cavities are completely filled with water, the density of the humid sand should increase by 340 kg/m³, and the density of the water-saturated sand should be equal to 2090 kg/m³, which actually was the case during the preparation of the experiments. The moisture content of water-saturated sand was 18–19%. Then the container with water-saturated soil was frozen at -18 °C in a freezer for at least 2 days.

When freezing, some of the water was displaced from the sand (since the density of ice is somewhat lower than that of water). The surface of the container got covered with a layer of ice which was removed...
before the experiment. After that, the container was weighed to find the density of the frozen sand. The average density of the frozen sand was 2050±50 kg/m³.

3 Formulating the problem in numerical modeling

To get a better insight into the processes taking place during the impact of solid bodies against soil and to choose the conditions for inverse experiments, numerical methods evaluating the influence of geometric dimensions of the containers on the integral loads at the initial, nonstationary state of penetration into frozen soil were used in the present study. The computations were done using Grigoryan’s model of soil media, which contains a system of differential equations expressing laws of conservation of mass, pulse and constant maximal attained in the process of actively loading the soil, as well as equations of the theory of plastic flow with plasticity condition of Mises-Schleicher. The system of differential equations is closed with finite relations determining pressure and a fractional-rational function in the condition of plasticity of the soil medium. The applied Grigoriyan’s model of soil media describes failure of the structure of frozen soil under compression and the increase in shear resistance with increasing pressure [15, 16].

The system of equations of soil dynamics is complemented by initial and boundary conditions. A contact algorithm of "impermeability" along the normal line with "sliding along the tangent with dry friction" is used on the head of a conical striker contacting with soil medium, in accordance with Coulomb’s friction model with a constant friction coefficient. The normal and shear stresses on the free surfaces of the soil and the striker were set equal to zero. The outer boundaries of the computed soil region correspond to the geometric dimensions of the container used in the inverse experiment. The deformation of the container is not accounted for, the effect of the container walls is modeled by two versions of imposing the boundary conditions: “impermeability” along the normal and free sliding in the tangential direction and “free surface”, corresponding to the absence of any walls. Stresses and velocity of the soil particles are equal to zero at an initial time. The striker is assumed to be rigid, moving at a constant speed equal to the impact velocity.

4 The results of experiments

Fig. 3 presents the pulses of resistance force obtained in inverse experiments acting on the cones with different basis diameters: 10 mm, 12 mm and 20 mm, at impact velocities of 356 m/s, 354 m/s and 339 m/s, respectively. The maximum is reached when the cone is completely immersed into the soil. Until the maximum is reached, a time interval is noted, which is characterized by an increase in force close to a parabolic one and practically coincides for all used strikers. No signs of the effect of the joints on the pulse shape were revealed on the dependences of the force on time.

Fig. 4 presents dimensionless dependences of the maximal values of the force resisting penetration of cones with a base diameter of d=10 (a) and 12 (b) as a function of impact velocity. The data presented in Fig.4 were obtained in inverse experiments (dark triangles), the solid and dashed lines correspond to the results of numerical calculations with boundary conditions that simulate absolutely rigid and compliance containers. Good agreement between the experimental data and numerical results is evident. The containers in the experiments were assumed to be absolutely compliant for all considered diameters of conical strikers. The proximity (taking into account the variability of experimental data) of the maximal values of the forces resisting penetration of conical strikers of 10 and 12 mm in diameter at impact velocities of more than 150 m/s, is to be noted. All dimensionless resistance forces exhibit a similar change from 3 to 1.5 at velocities from 200 to 400 m/s.
Conclusion

For the problems of penetration of conical strikers into frozen and water-saturated soil, a fairly good agreement between experimental data and numerical results can be obtained with the help of Grigoryan’s model accounting for the pressure-dependent parameters. No significant effect of the threaded connection and joints between the head and the bar on the experimental results was found. This widens the scope of the inverse experiment methodology and the measuring bars technique by way of using changeable heads of required geometries. Resistance of frozen soil to penetration at low impact velocities is significantly higher than that of dry and especially water-saturated soils. According to the present experimental results, at impact velocities over 300 m/s, the resistance diagrams for the frozen and water-saturated soils tend to approach each other.

The work is financially supported by the Federal Targeted Program for Research and Development in Priority Areas of Development of the Russian Scientific and Technological Complex for 2014-2020 under the contract No. 14.578.21.0246 (unique identifier RFMEFI57817X0246) in part of modeling and by the Russian Science Foundation (Grant No. 16-19-10237-II) in part of experiments.
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Abstract. The effect of temperature and strain rate on the plastic deformation, damage and fracture of a commercial dual phase steel (DP1000) has been investigated experimentally by uniaxial and fracture tensile tests. In the study, temperatures of -40 to 300 °C and strain rates of 0.0001 to 1000 s⁻¹ are covered, thus encompassing conditions experienced in automotive crash scenarios. Material properties including yield and ultimate tensile strength, uniform elongation, strain rate sensitivity and fracture area reduction, together with their dependence on temperature, have been systematically determined and discussed. The steel is found to be susceptible to dynamic strain aging (DSA) primarily at higher temperatures and lower strain rates. This phenomenon controls the deformation between 200 and 300 °C. The material experiences a significant drop in uniform and total ductility in the DSA range with negative strain rate sensitivity, thus indicating poor formability at these conditions. Increased strain rates and multiaxial stress states delays or diminishes the occurrence of DSA. The comprehensive experimental series allowed to better understand the complex relationship between strain rate and temperature, and the effect these conditions have on damage properties of the dual phase steel under study.

1 Introduction

The application of the advanced high strength steel alloys (AHSS) has been increasing in the automotive industry for weight reduction and collision safe performance. Among the AHSS, dual phase steel has gained reasonable popularity due to its high strength and relatively good formability. However, the temperature of the dual phase steel is observed to increase significantly during plastic deformation [1], which inevitably affects the plastic flow and formability of the material [2]. It is also reported that the temperature and strain rate affect a large group of mechanical properties with its significant impact on the stress-strain relationship and therefore influencing the forming properties [3-5].

The description of the flow stress considering the effects of temperature and strain rate is important in effective material design beside the microstructure. As the final application of the dual phase steel is mainly in the automotive sector, crash performance has been vastly studied under room temperature and high strain rates [3,6-10]. An increase in both the yield and ultimate strength and loss of ductility at dynamic strain rates are the common conclusions from the research. Deformation parameters become crucial during the forming of the dual phase steel parts into various complex shapes utilized in automotive applications. In sheet metal forming, strain rate and temperature significantly vary over a wide range. Local temperatures may even rise up to 220 °C due to deformation heating at high strain rates. Only a limited number of studies in the literature partially cover these thermomechanical conditions and even then a comprehensive overview of the material behavior accounting for the combined influence of temperature and strain rate is still lacking. Moreover, relevant studies are primarily targeted towards plastic deformation. Indeed, the impact of these interdependent parameters on the material damage and fracture has not been evaluated conclusively.

In crash situations, the mechanical response of the car body at actual local temperatures, stress states and strain rates determines the energy absorption and is thus of great importance for the structural integrity. In addition, structural analyses and safety assessments require constitutive relations between strain and flow stress which again contain temperature, strain rate and stress state as important parameters. In this study, uniaxial and fracture tensile tests have been performed on the commercial dual phase steel DP-K1000 covering applicable temperatures, strain rates and stress states experienced in automotive crash situations. The study thus provides an insight into the complicated effect of temperature, strain rate and stress state on the mechanical behaviour. The paper provides experimental data followed by an in-depth analysis and interpretative discussion.

2 Material and Methods

A commercial dual phase steel (DP-K1000) supplied in the form of rolled sheet with a thickness of 1.5 mm is used in this investigation. The microstructure consists of a mixture of ferrite grains (55%) and martensite islands (45%) along the rolling direction. The average grain size in the ferrite is less than 2μm. With such a microstructure, soft ferrite takes up major part of the plastic straining while the role of the
mainly elastically loaded martensite islands is to enhance the global hardening and formability of the material.

A comprehensive experimental program considering the material plasticity and fracture behaviour under variable temperatures and loading conditions experienced in automotive crash situations is designed and carried out. To determine the intrinsic mechanical properties of the DP1000 steel, tests are performed at wide range of loading speeds thereby covering the quasistatic and dynamic strain rates (0.0001 to 1000 s\(^{-1}\)) and temperatures (-40 to 300 °C). Uniaxial tensile tests are performed on dogbone shaped specimen to extract information on material plasticity and specially designed notched tensile specimens are used to assess the material damage and fracture properties. The uniaxial tensile specimen has a gauge length of 6 mm and the corresponding width is 3mm. Purpose-based samples with a notched radii of 4.5, 1.8 and 0.4 mm are employed to target specific range of stress triaxialities (0.39 to 0.52). Readers are directed to [11] for detailed analysis on the design optimization of the specimen geometries.

An Instron material testing machine (Model 5569) is used to conduct experiments at static rates of loading whereas a Split-Hopkinson bar tensile setup of DyMalab at Ghent University is used for the high strain rate tests. Various cross-head and impactor velocities are imposed as corresponding test inputs on static and dynamic testing machines aiming at targeted strain rates in the central gauge or notched section of the specimens. Force history of the respective specimens are derived from the test equipment. A full field local deformation measurement based on high speed imaging and digital image correlation (DIC, MatchID software) is used to monitor the non-homogenous strain fields and to compensate for the overestimation of the strain measurements from the test machine data. A system comprising of a hot air furnace (open top) with a heating element of 2KW and temperature controller is used to reach high temperatures at rapid heating rates. Heat transfer between hot air and specimen is improved by the use of a fan for fast circulation of hot air through the furnace. A Julabo FP50- HL cooling system is used on the other hand to obtain low temperature in the specimen.

3 Results and discussion

3.1 Uniaxial tensile tests

Uniaxial tensile tests are performed on smooth dogbone specimens at variable temperatures (-40, 25, 100, 200 and 300 °C) under different loading rates from quasi static to dynamic range (0.0001, 0.001, 0.01, 500, 800 and 1000/s) to evaluate the temperature dependence on plastic deformation. The work hardening flow strength of DP1000 is found to increase from static to dynamic strain rates which revealed noticeable positive strain rate hardening effect at room temperature [12]. However, deformation at high strain rates mainly occurs under adiabatic conditions. Temperature as high as 150 °C is reached immediately before failure in a region with maximum equivalent plastic strain for a uniaxial tensile specimen at 800 s\(^{-1}\), see Fig 1 whereas negligible temperature rise is observed at 0.0001/s thus exhibiting isothermal conditions. As such, this thermal softening on the flow stress behavior due to adiabatic heating effects at higher strain rates has to be taken into account and a correction procedure has to be introduced for effective comparison across strain rates.

Under truly adiabatic conditions, temperature increase depends on the strain level and is given by

$$\Delta T = \frac{\beta}{\rho C_p} \int_0^\varepsilon \sigma_{iso} \, d\varepsilon$$

(1)

Where \(\rho\) is the density of the material (8050 kg/m\(^3\)), \(C_p\) is the thermal capacity (465 J/kg\(\cdot\)K) and \(\beta\) is the mechanical energy transformed into heat fraction. Temperature rise \(\Delta T\) within the specimen is acquired based on the readings from the thermocouple attached to the bottom face. The fraction of plastic work converted into heat is estimated as 0.88 and is used for compensation of the flow stresses. Additionally, the temperature dependence function \(f(t)\) for DP1000 steel is determined based on the flow stress ratio between test temperature and reference temperature at different strain levels across various temperatures. Fig 2(a) displays the true stress values at -40, 25 and 100 °C for 1% strain and Fig 2(b) shows the resultant temperature dependent function. The adiabatic heating correction is achieved on the isothermal flow curves based on the value of \(\beta\) and \(f(t)\) at various strain rates according to the equation mentioned below :

$$\sigma_{adi} = f(t) \cdot \sigma_{iso}$$

(2)

The resultant isothermal stress-strain curves for DP1000 steel at strain rates of 0.0001, 0.01 and 500 s\(^{-1}\) can be observed in Fig 3. It is evident that adiabatic heating induces significant softening effect on the material flow stress and this phenomenon gets aggravated with increase in strain rate owing to the drastic rise in temperature within the specimen with increasing deformation.
The influence of strain rate and temperature on the flow stress as a function of plastic strain is depicted in Fig 4. An increase in flow stress is generally observed at higher strain rates and decreased temperatures (see Fig 2a). An exception is found when the deformation takes place at temperatures of 200 and 300 °C. A significant shift from positive to negative strain rate sensitivity can be seen with increasing strain. Fig 4b gives an example of this phenomenon at 300 °C. In addition, a transition from the normal thermal softening behavior on the material strength is observed in these temperature ranges as opposed to general behavior observed in Fig 4a. Higher flow stresses are achieved at higher temperatures, see Fig 4c and d, especially at 300 °C and static strain rates. Besides, minor serrations are also observed at lowest strain rate when the material deforms at a temperature of 300 °C as shown in Fig 4b.

To have an in-depth quantitative analysis of the influence of temperature on material plasticity, yield and tensile strength of the DP1000 steel is extracted and plotted as a function of both strain rate and temperature. Fig 5 gives the yield and ultimate tensile strength under various
deformation conditions. The material exhibits continuous yielding behaviour and pronounced strain hardening at all conditions. Large strain hardening ratios are observed which slightly decreases with increase in strain rate. Significant strain hardening exhibited by this material could be due to the presence of unlocked mobile dislocations which are introduced into the ferrite by the stresses induced by the formation of martensite. Local internal stresses developed during martensite formation could potentially help the initial yielding and allow for plastic flow in different zones throughout the material which in turn could be a reason for high strain hardening.

![Fig. 5. Yield and ultimate tensile strength as a function of strain rate and temperature](image)

As expected, higher yield and tensile strength is attained at -40 °C, however, at the expense of deformation capacity. Looking closely into Fig 5, the notion of the abnormal strain rate hardening effect at 200 and 300 °C is confirmed. Positive effect of the temperature on the strength is also seen especially at 300 °C. The peculiar phenomena, such as abnormal negative strain rate hardening, serrations and unusual positive temperature effect, are characteristic features of the dynamic strain aging (DSA) effect. DSA is caused by the Cottrell cloud i.e. the interaction between dislocation and interstitial dissolved foreign atoms like carbon. It can be explained as follows. Ferrite in the dual phase steel after quenching is expected to be supersaturated with carbon. Dislocations created during the deformation of ferrite can act as effective nucleation sites for precipitates. At the microscopic level, when the interstitial dissolved foreign atom’s diffusion rate is equally close to the dislocation mobility speed, dislocations adhere to the foreign atoms, thereby restricting their movement, thus resulting in the formation of a Cottrell cloud. Accordingly, the externally applied stress is required to free the dislocations and produce further plastic deformation. The dissolved atoms diffusion rate is highly increased by the rising temperature and the dislocation mobility is mainly controlled by the plastic deformation rate i.e. the external loading strain rate.

Comparing Fig 4 c and d, it can be noticed that DSA effect i.e the negative strain rate hardening at a strain rate of 0.0001 s⁻¹ and 200 °C is no longer observed in the dynamic strain rate range of 500 s⁻¹. Moreover, dynamic loading rates paved the way to a regular thermal softening at 200 °C. This phenomenon is also detected in Fig 5. Increase in the plastic deformation strain rate or the dislocation mobility rate will lead to shorter time of deformation and the precipitation which is mainly a time dependent process involving both nucleation and growth is suppressed at high strain rates and thereby requires higher temperature for the precipitation to occur again. On the other hand, at low strain rates, increased flow stress due to hardening by solute cluster formation and precipitation is expected beyond a certain strain level, yielding an increase in the ultimate tensile strength. DSA is thus sensitive to both temperature and strain rate. Consequently, in a steel with a specific carbon content, at a certain temperature and strain rate range, the repeated interaction between dislocation and dissolved carbon atoms becomes significant in the whole plastic deformation process resulting in serrations. Meanwhile, the required external stress leads to abnormal negative strain rate hardening and positive temperature effect on the flow stress at this DSA range. Furthermore, the increase of strain rate will raise the active threshold of the DSA effect, which means postponed DSA effect occurrence temperature and this phenomenon is also verified by the experimental results. At the static strain rates, DSA effect is observed at higher temperatures, while at dynamic loading rates, only 300 °C exhibits this peculiar phenomenon.

Uniform elongation of the DP1000 steel under various test conditions is displayed in Fig 6. It is evident that uniform strain is sensitive to both strain rate and temperature. An increasing strain rate generally lowers the uniform elongation at room temperature and -40 °C which explains tradeoff between strength and ductility in this dual phase steel. Large uniform ductility is observed at -40 °C primarily at the lowest strain rate. This is possibly related to the strain induced transformation of retained austenite, which is metastable, to martensite by cold plastic deformation. However, this improvement is mainly observed at low strain rate as higher loading rates increase the stability of retained austenite. Major drop in uniform ductility with increasing strain rates is shown by the tensile tests at -40 and 25 °C whereas a rather moderate decline is observed with rise in test temperature. Fig 6 also displays the evolution of strain rate sensitivity with respect to temperature. It is clearly depicted that strain rate sensitivity is adversely affected by the rise in temperature which in effect confirms the presence of dynamic strain aging effect on this dual phase steel at higher temperatures.

![Fig. 6. Evolution of uniform elongation and strain rate sensitivity with temperature in DP1000 steel](image)

Uniform elongation suffers simultaneously with increasing strain rates and temperatures. Combined with negative strain rate hardening, lower uniform strains at this
DSA range should result in poor formability of the DP1000 steel. The plastic instabilities in the form of local necks may start early in the deformation and the strain will accumulate in these instabilities due to the negative strain rate sensitivity. This phenomenon is predominantly observed at temperatures around 200 °C. This shorter uniform elongation noticed at this intermediate temperature range is referred to as blue brittleness effect especially since it leads to a reduction in the material toughness. Blue brittleness is further identified as a derivative of DSA effect. Therefore, temperatures between 200 and 300 °C should be avoided at any strain rate during forming operation on this dual phase steel grade, especially at dynamic rates, since prevalent adiabatic heating might aid the temperature in approaching the DSA range in this material.

According to Lou and Northwood model [13] the difference between the magnitude of work hardening rates at an elevated temperature and that at room temperature will help to show the dynamic strain aging effects ($\Delta\sigma'$) directly.

$$\Delta\sigma' = \Delta\sigma_T - \Delta\sigma_0$$

(3)

Fig 7 shows the effect of testing temperature on $\Delta\sigma'$. According to the figure, $\Delta\sigma'$ falls in the negative range up until around 150 °C for static loading rates and 250°C under dynamic loading conditions. Hence, DSA effects are dominant from 150 °C under static strain rates and from 250 °C under dynamic loading mode. Below these temperatures, softening effects are dominant in the respective loading regimes.

![Fig 7. Effect of deformation temperature on the dynamic strain aging effects](image)

### 3.2 Fracture tensile tests

Tensile tests are carried out at different temperature and strain rate ranges on multiple specially designed notched specimen geometries with notched radii of 4.5, 1.8 and 0.4 respectively. These tests are then used to characterize the temperature and strain rate effect on the damage and fracture performance of the DP1000 steel. The specimen geometries were designed to achieve certain stress triaxialities in the assumed damage initiation point.

The effect of strain rate on material damage and fracture is studied in [12]. From the study, it is identified that strain rate has a positive effect on the material strength for all the notched tensile specimens primarily in the transition from static to dynamic rate of loading. This positive effect is also amplified by the increase in the stress triaxiality thereby establishing a complex interrelationship between stress state and strain rate on the material behaviour. Conversely, material ductility is negatively affected by the increase in stress state and is further degraded by the strain rate.

The influence of temperature on the material damage and fracture behaviour is the point of focus in the present investigation. Consistent with the results of uniaxial tensile tests, with the rise in test temperature, DSA effect also comes into existence in all fracture tests and shows similar temperature and strain rate trend as smooth tensile tests. Therefore, it could be argued that the effects of temperature and strain rate on the damage and fracture behaviour of DP1000 steel are mainly succeeded from their effects on plastic deformation.

![Fig 8. Influence of temperature on the nominal stress-displacement curves at 500 s⁻¹ for a) R4.5 tensile specimen and b) R0.4 tensile specimen](image)
Further analysis and quantification of the impact of temperature on the material damage and fracture response is performed based on the comparison of absorbed energy and fracture area reduction ratio across various stress states under different temperatures and strain rates. Absorbed energy is calculated as the area under the force vs displacement curves for all the tensile tests executed whereas area reduction ratio is estimated based on the equation mentioned below:

\[ AR = \frac{A_0 - A_f}{A_0} \]

Where \( A_0 \) is the initial cross-sectional area in the critical zone of the test specimen and \( A_f \) is the final area based on the fracture surface measurements.

A drastic reduction is noticed for both absorbed energy and fracture area reduction ratio with changing stress state from uniaxial to notched tensile tests. This observation substantiates the detrimental effect of the stress triaxiality on the toughness of the material. As an example, absorbed energies and area reduction ratios of smooth and notched specimens are depicted at strain rates of 0.01 and 500 s\(^{-1}\) for the temperatures considered in this study, see Fig 9. Irrespective of the stress state within the specimen, lowest absorbed energy is observed around 200 °C which confirms the occurrence of blue brittleness in this temperature range. Moreover, absorbed energy decreases slightly in the DSA range for all the tensile specimens which indicates that the presence of dynamic strain aging in this dual phase steel might render it to be less effective option for crashworthiness in the automotive industry. However, this decline in the energy absorption under DSA is suppressed at higher stress states. Similar observation is also made in the case of area reduction ratios wherein decrease in ratio with rise in temperature and strain rate in the DSA range is constrained with increase in stress triaxiality from uniaxial stress state towards plane strain conditions.

Over hardening due to the solute drag effect on the dislocation is the main effect of DSA. However, as mentioned before, solute drag effect is also a function of strain rate. Difference in the mean strain rate distribution along the notch in addition to the probability of the activation of mobile dislocation sources by increasing the triaxiality of stretching and related surface morphology modifications could be a potential source for delayed and diminished effect of dynamic strain aging under high stress triaxiality conditions. These observations in the DP1000 steel calls for an improvement in the present plasticity and damage models considering the complex interrelationship between temperature, strain rate and stress state.

4 Conclusion

A critical relationship between temperature, strain state and stress state for the DP1000 steel is established from an extensive experimental campaign. DSA effect is dominant in the plastic deformation of the material primarily at high temperatures and low strain rates owing to the formation of Cottrell cloud. DSA has a positive impact on the strain hardening of the material whereas both strain rate sensitivity and material toughness are adversely affected by this phenomenon. Increasing the plastic deformation strain rate is found to raise the active threshold of DSA effect thereby diminishing the impact of dynamic strain aging at higher strain rates. Additionally, an increase in the stress state is found to suppress the effects of DSA. The influence of temperature and strain rate on the material damage and fracture behaviour is mainly succeeded from their effects on plastic deformation, however, the interdependency must be accounted for to ensure superior formability and absorption capacity.
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Influence of Strain Rate on Fracture Behaviour of Ultra-High Strength Steel Sheet
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Abstract. In the present work the effect of strain rate on the constitutive and fracture response of two hot stamped, ultra-high strength steel sheet alloys Usibor®1500-AS and Ductibor®1000-AS is examined. These alloys have a nominal strength of 1,500 MPa and a minimum strength of 1,000 MPa, respectively. Miniature plane strain notch tension experiments are performed to study the influence of strain rate on the stress-strain response and strains to fracture under dynamic rates. A high-speed infrared (IR) camera was employed to measure temperature rise during deformation. In addition, high-speed digital image correlation (DIC) measurements were utilized for full-field strain measurement from the onset of deformation until fracture. Moreover, thickness strains of post-mortem specimens were measured under an optical microscope, the results of which were compared with the DIC data. The higher strength alloy is shown to exhibit higher temperature increase resulting in strong thermal softening and earlier localization of deformation at elevated strain rates. As a result, at the macro-scale (using DIC measurements), the strain to fracture was observed to decrease with increase in strain rate. In contrast, the local strain to fracture based on the reduction in thickness at the minimum cross-section showed similar values in quasi-static and elevated rates.

1 Introduction

Ultra-high strength steels (UHSS) processed through hot stamping, such as Usibor®1500-AS and Ductibor®1000-AS, are seeing extensive adoption within automotive structural applications, particularly within intrusion-resistant crash components such as b-pillars, roof rails and side sills, for example. Currently, the majority of research addressing the fracture resistance of such alloys utilizes experiments performed under quasi-static loading (e.g. Golling et al., 2016; Ostlund et al., 2016; Samadian et al., 2019). Given the high rates of strain encountered during automotive crash events, it is important to understand the role of strain rate and temperature rise on the fracture response of automotive structural materials. The fracture behaviour of these materials under quasi-static conditions is relatively well understood, with the fracture strain often expressed as a function of the stress triaxiality and Lode parameter.

However, it is not clear whether the fracture strain increases or decreases at elevated strain rates under a constant stress state. In addition, under dynamic rates, the plastic work that is converted to heat does not have sufficient time to fully dissipate from the deforming area. This may cause a significant local temperature rise leading to temperature-induced softening and localization. Although it is well known that material ductility is enhanced at elevated temperatures, the earlier onset of localization associated with a temperature rise can lead to lower failure strains in terms of global measures such as the displacement to failure. However, a positive rate sensitivity is widely accepted to delay the onset of localization and strain rate sensitivity tends to increase with temperature for many materials. Consequently, the influence of elevated strain rate and the resulting temperature rise and thermal softening on the fracture response of UHSS is complex and not yet well understood.

The ductile fracture of high-strength steel sheets under quasi-static conditions is an active area of research (see for instance, Li et al., 2010; Gruben et al., 2011; Roth and Mohr, 2016; Deole et al., 2018). However, when it comes to the effect of strain rate on fracture, the literature is scarce and the published data is contradictory in some respects. It was shown by Huh et al. (2008) that elongation to fracture increased at elevated strain rates in tensile tests on a TRIP600 steel sheet while elongation to fracture remained the same for TRIP800 and DP800. Winkler et al. (2008) found that both elongation and reduction in area increased in DP600 and DP780 steels. Interestingly, they also reported that elongation decreased with an increase in testing temperature while reduction in area increased. More recent studies by Roth and Mohr (2014) and Erce et al. (2018) on a range of high-strength steel alloys including DP590, TRIP780, DP980, CP980, and CP1180 revealed that the local fracture strain increased at high strain rates but with different degrees of rate sensitivity depending on the material. Rahmaan et al. (2017) highlighted the importance of length scale when reporting dynamic fracture strains of DP600 under shear loading. They discussed that although the macroscopic fracture strains measured by means of digital image correlation (DIC) techniques exhibited negative rate sensitivity, local fracture strains obtained by means of a grain boundary rotation technique increased by raising the strain rate.

The present paper further examines the effect of strain rate on the fracture behaviour of hot-stamped steels. In particular, the current work considers the
dynamic fracture response of hot stamped Usibor®1500-AS and Ductibor®1000-AS using a miniature plane strain notch specimen. In situ DIC techniques are applied with high speed optical imaging to measure fracture strain, while high speed thermal (IR) measurements are used to characterize temperature rise during elevated rate testing. To study length scale effects, fracture strains of post-mortem samples were determined using an optical microscope and compared with the DIC measurements.

2 Materials and Experiments

The materials considered in this study include Usibor®1500-AS and Ductibor®1000-AS sheet with a nominal thickness of 1.2 mm. The materials were austenitized at 930 °C for 6.5 minutes and then quenched for 15 seconds in a die using a 900-ton hydraulic press. In addition, to produce a softer material, blanks of Usibor®1500-AS were cooled in still air to room temperature after the austenization process. This treatment results in a bainitic microstructure, while the die quenched condition leads to a martensitic microstructure for both materials. The Ductibor®1000-AS alloy has a lower carbon content which results in a lower martensite strength and hardness. The Vickers microhardness of the materials was measured using a 500 gf indenter force, and the results of which are presented in Table 1. In addition, ultimate tensile strengths (UTS) in uniaxial tension along the transverse direction (TD) of the sheet materials are reported in Table 1.

Miniature coupon-level plane strain notch tensile specimens, with the geometry depicted in Figure 1, were fabricated along the TD of the as-quenched sheets.

Table 1. Vickers hardness and UTS of the materials. The data for Usibor® 1500-AS was obtained from ten Kortenaar (2016).

<table>
<thead>
<tr>
<th>Material</th>
<th>Quench Condition</th>
<th>Vickers Hardness (HV)</th>
<th>UTS (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usibor®1500-AS</td>
<td>Die Quenched (DQ)</td>
<td>486±8</td>
<td>1571±12</td>
</tr>
<tr>
<td>Usibor®1500-AS</td>
<td>Air Cooled (AC)</td>
<td>232±10</td>
<td>762±22</td>
</tr>
<tr>
<td>Ductibor®1000-AS</td>
<td>Die Quenched (DQ)</td>
<td>370±4</td>
<td>1122±9</td>
</tr>
</tbody>
</table>

Fig. 1. Geometry of the notch specimen. All dimensions are in millimetres.

In order to study the role of strain rate on fracture, two different test velocities were considered: a quasi-static condition with a cross-head velocity of 0.004 mm/s and a dynamic state with a cross-head velocity of 125 mm/s. The quasi-static tests were conducted using a 100kN MTS model 45 servo-electric tensile frame whereas the elevated rate tests were performed using a hydraulic intermediate strain rate (HISR) apparatus, as can be seen in Figure 2. Stereo DIC was used for full-field strain measurements with Point Grey® 4.1 MP cameras with 180 mm Tamron® lenses with a frequency of two frames per second for the low rate tests. For the dynamic tests, high-speed Photron SA5 cameras were employed with 180 mm Tamron® lenses at a frame rate of 17,500 frames per second. All of the DIC analyses in this study were performed with a consistent virtual strain gauge length (VSGL) of 0.5 mm.

Fig. 2. Test setup for the dynamic test.

For the elevated rate tests, an infrared (IR) Telops FAST-IR 2K camera was utilized to measure the temperature on surface of the specimen with a frequency of 4,375 frames per second. To ensure repeatability, at least four samples were tested for each condition while representative data are reported in this paper.

Prior to each test, one surface of the sample was painted with a thin layer of white paint followed by applying black speckles to provide a speckle pattern for DIC measurements. The opposite surface of the sample (viewed by the IR camera) was painted black to improve emissivity and to minimize infrared reflections. Consequently, the temperature values measured by the IR camera were estimated as the actual surface temperature of the sample. A more sophisticated correction for temperature measurements can be done by emissivity characterization as done by Rahmaan et al. (2018) for aluminium alloys and will be addressed in future work. Note that the materials studied in this paper were coated with a thin layer of Al-Si to avoid corrosion; however, the coating may peel off from the base metal during deformation causing a false reading for the DIC and IR measurements. Therefore, the coating layer was carefully removed by sanding both sides of the specimen before painting.

3 Results and Discussion

The evolution of local strain rates as a function of major strain is shown in Figure 3 for Usibor®1500-AS in the air cooled condition. The local values were determined using a DIC circle inspector with a radius of 0.2 mm at
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the center of the gauge area. It can be seen that the strain rates increase with deformation; nevertheless, they remain within a range of 0.001 s\(^{-1}\) to 0.01 s\(^{-1}\) for the quasi-static and 10 s\(^{-1}\) to 190 s\(^{-1}\) for the dynamic tests. For brevity, only the results of Usibor®1500-AS in the air cooled condition are presented since this condition has the highest ductility and consequently the highest variation in the strain rate with deformation. It is worth mentioning that having a non-constant strain rate from the onset of deformation is a general feature of notch tensile tests and is difficult to eliminate when a constant cross-head velocity is employed.

![Graph](image1)

**Fig. 3.** Evolution of strain rates with deformation for air cooled (AC) Usibor®1500-AS.

The measured engineering stress-strain curves of the materials are shown in Figures 4 and 5 for Usibor®1500-AS and Ductibor®1000-AS, respectively. The far-field engineering strains were determined using a virtual DIC extensometer with an initial gauge length of 4.5 mm. At low strains, it can be seen that all the materials exhibit positive rate sensitivity. The degree of rate sensitivity is the highest for Usibor®1500-AS in the air cooled (bainitic) condition while the martensitic microstructures associated with fully quenched Usibor®1500-AS and Ductibor®1000-AS display lower rate sensitivity.

Also, it can be seen from Figures 4 and 5 that the measured maximum temperature rise is in the range of 50°C-70°C depending on the material. Although this level of temperature increase may not seem significant, it can trigger earlier localization and stronger softening at the dynamic rates due to thermal localization. It should be taken into consideration that these temperature measurements were conducted on the surface of the specimen while the temperature rise is expected to be higher through-thickness of the sample in the mid-plane. From the perspective of macroscopic (far-field) strains to fracture, it can be seen from Figures 4 and 5 that increasing the test velocity results in a lower engineering strain to fracture. In other words, compared to the quasi-static condition, the materials have a lower elongation to fracture under the dynamic rate. The local fracture behaviour of the materials was also studied as described below.

![Graph](image2)

**Fig. 4.** Engineering stress-strain response of Usibor®1500-AS in (a) die quenched (DQ), and (b) air cooled (AC) conditions.

![Graph](image3)

**Fig. 5.** Engineering stress-strain response of Ductibor®1000-AS in the die quenched (DQ) condition.

The major versus minor strain histories to fracture measured at the center of the specimen using the 0.2 mm DIC circle inspector are shown in Figures 6 and 7 for Usibor®1500-AS and Ductibor®1000-AS, respectively. The strain path data shows that the minor strain remains below 0.02 and therefore can be considered relatively negligible compared to the major strain, in accordance with the targeted plane strain condition. For reference, results of a quasi-static v-bend test that has a perfect plane strain path are also depicted in Figures 6 and 7. Note that v-bend data was not available for Usibor®1500-AS in the air cooled condition. It can be
seen from the results of the notch tests that the local strains measured by the DIC system follow the same trend as the far-field strains seen in Figures 4 and 5, i.e. by increasing the strain rate, lower fracture strains are measured using the DIC system.

![Fig. 6. Strain paths to fracture for Usibor®1500-AS in (a) die quenched, and (b) air cooled conditions.](image)

![Fig. 7. Strain paths to fracture for Ductibor®1000-AS in the die quenched condition.](image)

To further explore the local fracture behaviour, the thickness of post-mortem samples was carefully measured under an optical microscope (see Figure 8) to compute the thickness strain and corresponding in-plane major strain for comparison with the results of the DIC measurements. The strain data calculated using the microscope was added to Figures 6 and 7 (symbols) from which it can be seen that the strains measured by the DIC system are lower than those from the microscope measurements. The lower DIC strains can be attributed to the inherent gauge length of the DIC analysis which is not capable of capturing the localization and large strain gradients within the necking region. It should be noted that the severity of localization is more pronounced at elevated rates and is evident from the hardening rates in Figures 4 and 5. The stronger degree of localization in the dynamic tests is caused by the thermal softening effect. Accordingly, the more severe localization at dynamic rates leads to lower global elongation to fracture than quasi-static condition. A similar localization effect in DIC strain measurements was also observed by Abedini et al. (2017) and Rahmaan et al. (2017) in dynamic shear response of magnesium and DP600 sheets, respectively.

![Fig. 8. Thickness of post-mortem samples was measured under an optical microscope.](image)

In addition, it can be seen from Figures 6 and 7 that there is not a significant difference between fracture strains for the two rates once the strains are corrected using a microscope. Therefore, the local fracture behaviour of the materials does not seem to be significantly influenced by the strain rate for the test velocities considered in this study. However, at higher strain rates, for which the impact of temperature rise is more crucial, a more ductile condition might be expected, in accordance with the results reported by Roth and Mohr (2014) and Erice et al. (2018).

It is worth mentioning that there exists significant strain gradients through the thickness of the notch specimen prior to fracture and the strain measurement technique by means of microscope can only provide thickness strains in an average sense. However, such measurements can still serve as a good assessment method to capture overall behaviour of materials. Using this technique, the through-thickness strain gradient at the center of the notch is homogenized to a single strain measure that is convenient from an experimental perspective. The local sheet thickness can be readily measured in the press shop or from failed components. Detailed finite element analysis would be required to determine the severity of the strain gradient and it is expected that the failure strain would be higher at the center of the notch and be dependent upon the material and length scale.

Also, as demonstrated in Figures 6(a) and 7, the corrected fracture strains attained using the notch
specimen are in better agreement with the v-bend data for the die quenched Usibor®1500-AS and Ductibor®1000-AS. Although the two test methods can be used for plane strain fracture characterization, there are notable differences between them. The outer radius of bend in a v-bend test is in simultaneous plane stress and plane stress states and fracture initiates from this point. In contrast to the v-bend, the plane strain notch sample experiences a triaxial plane strain state with the highest strains occurring through-thickness in the mid-plane.

4 Conclusions

Quasi-static and dynamic plane strain notch tests were conducted on hot stamped Usibor®1500-AS and Ductibor®1000-AS sheets. It was demonstrated that the materials show a positive strain rate sensitivity at low strains in terms of strength, while elongation to fracture decreased by increasing the test velocity due to thermal softening effects. In addition, local DIC strain data exhibited lower fracture strains at the dynamic rate which was in line with the reduced global elongation to fracture. However, a more detailed investigation into fracture strains using strain correction with an optical microscope revealed that the average strains are similar for the two test velocities considered in this study. Tests at higher rates (~1000 s⁻¹) will likely magnify the thermal effects and will be considered in future contribution.
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Abstract. The paper presents the results of the study of temperature effect on structure and properties of compacts, made from reduced iron fine powder (the average particle size of 3-5 μm) with Wolfram carbide nanopowder with average particle size of 25-30 nm, exposed to pulse pressing. The mass fraction of wolfram carbide in the powder composition was 5% of the total mass. Pulse pressing was carried out using the modified Kolsky method (under uniaxial deformation conditions) at temperatures ranging from 20°C to 300°C. Compacts with a relative density over 90% were obtained as a result of the experiments. Metallographic studies have shown that the obtained compacts have a fairly homogeneous fine-grained structure, the pore-size distribution is uniform and pore shape is generally close to spherical. It is shown that an increase in pressing temperature leads to an increase in quality of the compacts obtained, formation of a perfect fine-grained structure, and an increase in density and micro-hardness values. The electrical conductivity of the obtained compacts was measured. It has been found that the electrical conductivity increases with increasing preheat temperature.

1 Introduction

The most important stage of manufacturing technology of compact materials is the molding of high-quality compacts of a given shape from powders of various particle size distribution - coarse powders, nanopowders and their compositions. Many powder compositions, including nanopowders, have unique physical and mechanical properties and functional characteristics. The presence of nanometer and submicron structural elements in the coarse-grained powder can lead to an increase in crack resistance, toughness, wear resistance, strength and hardness of the material. In the compaction process, a uniform density distribution should be ensured in order to manufacture high-quality products with desired properties. Besides, it is necessary to ensure the chemical purity and the required phase composition of final products. It should be noted that the compaction of hard-to-deform powders and nanopowders, using the known static methods, is hard if not impossible. Therefore, the applied dynamic compaction methods are distinguished by the complexity and variety of physical processes that affect the deformation of powder particles and consolidation of the porous billet as a whole [1-2]. The contribution of a particular mechanism in the compaction process may be different, depending on the pressed powder material, the size and shape of its particles, amplitude, duration of the pressure pulse and pressing temperature.

The strength of compact materials fabricated by any pressing method is directly dependent on the degree of consolidation in the interparticle contact areas. Pulse loading of porous and powder systems is accompanied by a severe plastic deformation and local heating of particles. In the case of metal powders, renewed surfaces of pure metal (juvenile surfaces) are formed due to the failure of particle surface layers during their deformation. High temperatures contribute to the activation of juvenile surfaces and metallic bonding formation in the contact zone. The degree of consolidation of powder particles is determined by the compaction temperature and a number of mechanical characteristics of the material, such as elastic constants.

Wolfram carbide (WC) is widely used in fabrication of hard alloys that make up the bulk of all tool materials. WC powder is a hard-to-deform powder even under conditions of dynamic pressing. Therefore, highly elastic reduced iron powder is used as a matrix. In the present paper, we investigate the possibility of adding WC nanopowder as a component for increasing the strength, hardness and wear resistance of basic powder material, a compact of which can be later used to manufacture parts, working under dry friction conditions in various micromechanisms and devices.

The present paper is aimed at studying the effect of compaction temperature on structure and mechanical properties of compacts under fixed kinematic loading parameters.

* Corresponding author: lomunov@mech.unn.ru
2 Materials under study

Reduced iron powder (average particle size 8–10 μm, density ≈7.874 g/cm³) with addition of wolfram carbide (WC) nanopowder with an average particle size of 25–30 nm and density ≈15.8 g/cm³ was used for study. The mass fraction of wolfram carbide was 5% of the total mass, the theoretical density of the powder mixture was ≈8.27 g/cm³. Powder mixing was carried out as follows:

≈80 g of chemically pure acetone was added to a mixture of powders (≈40–50 g) and the suspension was treated in an ultrasonic bath for 20 minutes. Then acetone was evaporated in a drying oven at 60°C. Table 1 shows the mass fraction of WC nanopowder with an average particle size 25–30 nm and density ≈15.8 g/cm³ was used for study. The compression pulse was excited by the impact of the striker against the loading bar. Variation of striker length and velocity enables to set the required compaction modes of powder materials: the duration of loading pulses in the range of 100–400 μs, the pressure amplitude up to 2000 MPa. Measurement of deformations was carried out using strain gauges glued on the side surface of the bars. Signals from strain gauges were recorded with a digital oscilloscope.

Using the registration data of elastic deformation pulses in both bars, one can determine the development processes with time of stress, strain and strain rate in a specimen of powder material during compaction:

\[ \sigma(t) = \frac{EA}{L_0} \varepsilon^e(t) \]  
\[ \varepsilon(t) = -\frac{2C}{L_0} \int_0^t \varepsilon^f(t) \cdot dt \]  
\[ \dot{\varepsilon}(t) = -\frac{2C}{L_0} \varepsilon^e(t) \]

and then plot a dynamic compaction diagram in the axes \( \sigma - \varepsilon \), where \( \varepsilon^e(t) \), \( \varepsilon^f(t) \) and \( \dot{\varepsilon}(t) \) are respectively, incident, reflected and transmitted deformation pulses in measuring bars, \( C \) is the velocity of elastic waves in the bars, \( E \) and \( A \) are the Young's modulus and the cross-sectional area of the measuring bars, \( L_0 \) is the initial specimen length.

Table 1. Parameters of specimen testing and obtaining results

<table>
<thead>
<tr>
<th>Specimen No</th>
<th>Heating temperature, °C</th>
<th>Specimen mass, g</th>
<th>Specimen height, mm</th>
<th>Specimen volume, mm³</th>
<th>Density, kg/m³</th>
<th>Relative density, %</th>
<th>Strain, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>0.95</td>
<td>4.89</td>
<td>188.19</td>
<td>5048</td>
<td>85.04</td>
<td>28.22</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0.85</td>
<td>4.21</td>
<td>162.02</td>
<td>5246</td>
<td>86.43</td>
<td>26.60</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>0.86</td>
<td>4.29</td>
<td>165.10</td>
<td>5209</td>
<td>87.73</td>
<td>28.20</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>0.91</td>
<td>4.51</td>
<td>173.57</td>
<td>5243</td>
<td>89.07</td>
<td>28.82</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>0.82</td>
<td>4.26</td>
<td>163.94</td>
<td>5002</td>
<td>92.34</td>
<td>34.50</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>0.83</td>
<td>4.07</td>
<td>156.63</td>
<td>5299</td>
<td>93.14</td>
<td>31.20</td>
</tr>
<tr>
<td>7</td>
<td>300</td>
<td>0.96</td>
<td>4.66</td>
<td>179.34</td>
<td>5353</td>
<td>94.26</td>
<td>31.33</td>
</tr>
<tr>
<td>8</td>
<td>300</td>
<td>0.79</td>
<td>3.91</td>
<td>150.47</td>
<td>5250</td>
<td>95.47</td>
<td>33.50</td>
</tr>
</tbody>
</table>

3 Testing technique

A modification of the Kolsky method was used for compacting powder materials [3].
By varying the specimen height \( h(t) = C \int_0^t \left[ e^r(t) - e^s(t) - e^t(t) \right] dt \) we can plot a curve of density change of the compact during the pressing process \( \rho(t) = \rho_0 + \frac{m_0 h(t)}{\pi d^2} \), where \( m_0 \) is initial specimen mass, \( d \) is its diameter.

The pressed powder mixture was placed in a high-strength steel jacket sandwiched between the measuring bars ends. The inner diameter of the jacket was 7 mm.

To assess the quality of the obtained compacts, metallographic studies of microsurface and cross-sections of the compacts were carried out using scanning electron microscopy by an electron microscope TESCAN VEGA II.

Microhardness measurement of compacts was carried out on a standard microhardness tester.

### 4 Results of testing

A series of experiments was carried out on dynamic pressing of the powder mixture Fe+5%WC at temperatures of 20, 100, 200 and 300°C under the same loading conditions: a pressure pulse duration of \(~350\) μs, an amplitude of \(~1500\) MPa. To create such parameters, a 400 mm long steel striker, accelerated up to a velocity of \(~21\) m/s, was used.

Two experiments were carried out for each temperature regime. In each experiment the loading rate and temperature were recorded, as well as strain pulses in the measuring bars, which were used to construct the dynamic pressing diagrams of the powder under study (Fig. 2).

The obtained compacts exhibit a fairly homogeneous fine-grained structure. Pore distribution is uniform and the shape of the pores, as a rule, is close to spherical.

A metallographic analysis of the obtained compacts showed that the structure of compacts contains zones with local elevated temperatures, located along the boundaries of the particles, at the places of pore wicking.

Pictures of the compact surfaces obtained at different pressing temperatures, with a 10000-fold increase, are shown in Fig. 3.

The structure analysis of the obtained compacts showed that preheating the powder material leads to a more homogeneous release of energy over the particle surface. The pressing process of the powder mixture starts with initial repacking of particles - mutual displacement of particles and filling the spaces between large particles with smaller ones. Then the particles are compacted due to their plastic deformation up to the exhaustion of the plasticity of the particles of powder materials. Regardless of the further growth of applied load, the density threshold of the powder body is reached, the subsequent increase of which is impossible without changing the physical properties of particle material of the formed medium. Preheating the specimen before compaction ensures an additional increase in density due to further movement of particles.
Fig. 3. Surface structure of compacts, obtained at pressing temperatures 20°C (a), +100°C (b), +200°C (c), +300°C (d)

Fig. 4. The effect of pressing temperature on relative density of compacts (a) and their electrical conductivity (b)
The studies have also shown that an increase in pressing temperature leads to an increase in the density of compacts (Fig. 4a). The maximum compact density was ~95% at a pressing temperature of 300°C, and the minimum density of ~85% was observed for the compact obtained at a temperature of 20°C.

The electrical conductivity of compact materials is determined by the nature of powder material, size, structure and surface state of interparticle contacts. Variation of the surface properties of powder particles during the pressing process would affect the electrical conductivity of the compacts. The resistance of the specimens was measured with a digital micro-ohmmeter with an accuracy of $10^{-5}$ ohms, the material resistivity $\rho$ and its electrical conductivity $\rho'$ were calculated whereafter according to the known formulas:

$$\rho = R \frac{S}{l}, \quad \rho' = \frac{1}{\rho},$$

where $R$ is specimen resistivity; $S$ is specimen cross-section area; $l$ is specimen length.

Measurements of electrical conductivity of the obtained compacts were carried out. Measurements of the electrical resistance of compact materials made it possible to estimate the effect of pressing temperature on physicomaterial properties of compacts. It has been established that the specific electrical conductivity of the specimens increases with increasing pressing temperature (Fig.4b).

The microhardness of the compact surface was measured using a standard microhardness meter along the compact diameter with a 0.5 mm step. The results of measuring the microhardness of the compact surfaces obtained at different pressing temperatures are shown in Fig.5. The studies have shown that increasing pressing temperature leads to an increase in density of all obtained compacts and their microhardness (see Table 1).

It was revealed (Fig. 5) that the microhardness of compacts in the central region of the specimen is higher than that at the peripheral region, which is probably due to the presence of friction of the powder material against the wall of the jacket.

The present study has also shown that an increase in preheating temperature of the powder leads to microhardness growth. The stress gradients in the molding process lead to different deformations and changes in the density inside the pressed jacket, interparticle friction and pressing pressure. During pulsed pressing at temperatures of 20, 100, 200 and 300°C, the nature of the distribution of microhardness and density over the compact volume remains unchanged.

The results of the study of temperature effect of pulsed pressing on the structure and properties of compacts of reduced iron powder with the addition of wolfram carbide nanopowder are presented. It is shown that an increase in the pressing temperature leads to an increase in the quality of the compacts obtained, the formation of a perfect fine-grained structure, and an increase in the density and microhardness values.

The conducted metallographic studies of the structure of the obtained compacts showed that an increase in the preheating temperature leads to the formation of a more perfect fine-grained structure. This is due to an increase in the juvenile surface area and the formation of a metallic bond in the zone of contact of the powder particles.

**Conclusion**

For dynamic compacting of powder mixtures, a modified Kolsky technique was successfully used, which allow to control loading parameters, select compacting modes, and obtain homogeneous powder compacts of good quality under loading duration of 100-400 μs with amplitudes up to 2000 MPa.

As a result of the experiments, Fe-based compacts with the addition of 5% WC were obtained. The addition of WC nanopowder leads to an increase in the microhardness of compacts as compared to compacts from pure Fe.

It was established that heating the powder material with the same pressing parameters (pressure pulse duration $\approx 300$ μs, amplitude $\approx 1500-1800$ MPa) enables further increase in compact density (up to 95%).

The wear resistance of compacts obtained at a pressing temperature of 300°C exceeds by 1.85 and 2.09 times the wear resistance of the same compacts obtained at room pressing temperature.

The studies on pulsed pressing of powder materials were carried out under financial support of the Federal target research and development program in the priority areas of development of the Russian scientific and technological complex for 2014-2020 under the contract No. 14.578.21.0246 (unique identifier RFMEFI57817X0246). Studies on structure of the obtained compacts were carried out under partial financial support from the Russian National Science Foundation (grant 16-19-10237-P).
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Coupling of temperature, strain and strain rate effects on the flow stress of a stainless steel
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Abstract. The effects of strain rate and temperature on the stress-strain response of a stainless steel are
analyzed for investigating whether they are coupled to each other and eventually dependent on the strain
too.
Results of an experimental campaign are analyzed, including tensile tests at low strain rates and various
temperatures together with dynamic tests, by Hopkinson bar and by hydraulic testing machine, where the
initial room temperature increases due to fast adiabatic dissipation of plastic work.
Stress, strain and strain rate evaluations are based on optical measurements of current diameters of round
specimens, ensuring the reliability of the experimental data also at large postnecking strains up to failure.
The coupling of temperature and strain at low rates is evidenced for softening function of the steel at hand,
so a simple softening function including both variables is modelled. The coupling of strain and temperature
variables within the softening function is confirmed by the large anticipation of necking onset promoted by
increasing temperature. The dynamic amplification is then obtained from the high strain rate tests, revealing
a more pronounced interaction of strain and strain rate within the function expressing the strain rate effect.

1 Introduction

Use A4 paper size (210 x 297 mm) and adjust the
The effects of high strain rate and temperature on the
hardening of metals are usually modelled by multiplying
the static stress at room temperature, which is function of
the strain, by a dynamic amplification depending on the
strain rate and by a thermal softening depending on the
temperature. For characterizing such two effects, the
thermal softening must be firstly determined from static
tests at high temperature and then the dynamic
amplification can be derived from dynamic tests. High
strain rates are accompanied by temperature increases, so
the stress-strain curves from experiments are subjected
to both thermal softening and dynamic amplification
effects. Then for characterizing the latter effect, the
former one must be eliminated from the experimental
dynamic curves. This involves the calculation of
temperature histories due to fast plastic dissipation. In
Kapoor & Nemat-Nasser [7] and Walley et al. [20] it is
demonstrated that the plastic work in tests of different
metals is almost completely converted into heat, while
Jovic et al. [6] and Rittel et al. [15] calculated that
different fractions of plastic work can be converted into
heat for the same material. Ruggiero et Al. [16] and
Scapin et Al. [19] investigated strain rate and
temperature effects on the material ductility. Concerning
the equivalent stress-strain curve, necessary to estimate
the temperature increase during a test, Peroni et al. [14]
developed a new neck-profile-based procedure while
Sasso et al. [18] studied a novel procedure for the FEM-
based material curve calibration. The equivalent curve
can also be obtained from the true curve without
numerical iterations, by the Bridgman [2] method or by
the more recent and simpler MLR method proposed by
Mirone [9]. Such true curve can be obtained by means of
optical measurements or with the material independent
method able to obtain the true variables from
engineering ones for cylindrical and rectangular
specimens developed by Mirone et al. [12]. Rusinek et
al. [17] and Osovski et al. [13] analyzed the multiple
necking phenomenon while Besnard et al. [1] used
stereocorrelation for accurate necking investigation.
the interactions between the effective true strain rate and
the dynamic amplification of flow stress. Here a stainless
steel A270 is subjected to static tension at different
temperatures up to 300 °C and to high strain rate tensile
tests at different rates, by hydraulic machine and by Split
Hopkinson Tension Bar (SHTB). All tests are supported
by camera acquisitions for measuring the effective
evolving neck sections; the experimental true stress-true
strain curves are then processed for separating and
extracting the functions of thermal softening and
dynamic amplification.

2 Experimental campaign

2.1 Overview

The combined strain rate and temperature effects are
investigated on a A2-70 stainless steel by static, dynamic
and high temperature tensile tests on cylindrical
specimens, according to the list in Table 1. The reference
strain rate of each tests is the true strain rate at the
moment of the necking inception. Round tensile
specimens are machined with nominal 3 mm diameter
and 9 mm length of the constant cross section segment.
Static tensile tests are carried out by motor driven
machines at static rate under different temperatures
(around 20, 80, 140, 200 and 300 °C). Dynamic tests at
different rates are carried out by an Instron 8501 hydraulic
testing machine (nominal rates 1 and 10 s-1) and by the
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direct-tension split Hopkinson tension bar (SHTB) developed at the University of Catania (nominal rates 900 and 1800 s⁻¹).

**Table 1. Summary of the A2-70 Experimental Campaign**

<table>
<thead>
<tr>
<th>Test Series</th>
<th>Test Name</th>
<th>Reference True Strain Rate [s⁻¹]</th>
<th>Test Temp. [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static TROOM</td>
<td>S-TROOM-01</td>
<td>0.003</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>S-TROOM-02</td>
<td>0.003</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>S-TROOM-03</td>
<td>0.003</td>
<td>22</td>
</tr>
<tr>
<td>Static T80</td>
<td>S-T80-01</td>
<td>0.003</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>S-T80-02</td>
<td>0.003</td>
<td>80</td>
</tr>
<tr>
<td>Static T140</td>
<td>S-T140-01</td>
<td>0.003</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>S-T140-02</td>
<td>0.003</td>
<td>140</td>
</tr>
<tr>
<td>Static T200</td>
<td>S-T200-01</td>
<td>0.003</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>S-T200-02</td>
<td>0.003</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>S-T300-01</td>
<td>0.003</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>S-T300-02</td>
<td>0.003</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>S-T300-03</td>
<td>0.003</td>
<td>300</td>
</tr>
<tr>
<td>Static T300</td>
<td>D1-01</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>D1-02</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>D10-01</td>
<td>10</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>D10-02</td>
<td>10</td>
<td>22</td>
</tr>
<tr>
<td>Dynamic TROOM</td>
<td>D800-01</td>
<td>700</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>D800-02</td>
<td>890</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>D1800-01</td>
<td>1800</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>D1800-02</td>
<td>1850</td>
<td>20</td>
</tr>
<tr>
<td>SHTB</td>
<td>D800-01</td>
<td>700</td>
<td>20</td>
</tr>
</tbody>
</table>

From each test, the triplet of variables $t$, $P$ and $d$ (time, load and minimum cross section diameter) is determined. In static tests, simple camera acquisitions and testing machine recording provided the necessary information while, for SHTB tests, the load was derived from the transmitted wave and the diameter from a high-frame rate Phantom® camera acquisitions at about 200'000 fps.

The static and dynamic tests delivered discrete true stress-true strain points plus the time derivative of the best fit function $\varepsilon_{T\text{rue}}(t)$, delivering the strain rate, according to eqs. (1), (2) and (3):

\[
\sigma_{\text{true}} = \frac{P}{\pi d^2/4}
\]

\[
\varepsilon_{\text{true}} = 2 \cdot \ln\left(\frac{d_0}{d}\right)
\]

\[
\dot{\varepsilon}_{\text{true}} = \frac{\partial \varepsilon_{\text{true}}(t)}{\partial t}
\]

**2.2 Thermal softening at quasistatic rate**

Firstly, the true stress-true strain curves shown in Fig. 1 are obtained from the static tests at different temperatures, together with the corresponding values of the yield stresses and the static necking strains $\varepsilon_{\text{N-5}}$ for each temperature, listed in Table 2.

**Table 2. Yield Stress and Necking Strain for static temperature tests**

<table>
<thead>
<tr>
<th>Test Name</th>
<th>$\sigma_{\text{yield}}$ [MPa]</th>
<th>$\varepsilon_{\text{N-5}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-TROOM (20)</td>
<td>447.5</td>
<td>0.44</td>
</tr>
<tr>
<td>S-T80</td>
<td>460</td>
<td>0.35</td>
</tr>
<tr>
<td>S-T140</td>
<td>420</td>
<td>0.19</td>
</tr>
<tr>
<td>S-T200</td>
<td>420</td>
<td>0.18</td>
</tr>
<tr>
<td>S-T300</td>
<td>400</td>
<td>0.18</td>
</tr>
</tbody>
</table>

**Fig. 1.** Experimental true stress-true strain data of the static tests at different temperature

From such data, it is already possible to evidence that the thermal softening has a great effect on the necking inception strain, in fact the necking onset is anticipated from 0.44 at 20 °C to 0.18 at 300 °C.

Then the experimental true curves are corrected in the postnecking phase for determining the equivalent Mises stress-strain curves, by the MLR correction (Mirone [9]).

**Fig. 2.** Thermal softening

The ratio $S(T) = \sigma_{\text{EQ}}(T) / \sigma_{\text{EQ}}(T_{\text{Room}})$ is calculated for the tests at 80, 140, 200 and 300 °C at each strain
level, as shown in Error! L’origine riferimento non è stata trovata.. The experimental softening curves clearly demonstrate that the thermal softening at each given temperature is remarkably strain-dependent, which opposes the usual assumption of uncoupling between temperature and strain effects. Therefore a two variables best fitting function \( S(T, \varepsilon) \) is calculated for modeling the thermal softening, instead of the usual single-variable function \( S(T) \). This is in perfect agreement with the large necking anticipation found by experiments as temperature increases: in fact, if \( S \) was independent of \( \varepsilon \), then the stress-strain curves at different temperatures would be scaled each other by a constant, then the condition \( \sigma_{Eq} = \frac{\partial \sigma_{Eq}}{\partial \epsilon_{True}} \) would occur at the same strain for all tests and the necking onset would be independent of the temperature.

### 2.3 Combined Strain Rate and Temperature Effect

In this section, the combined strain rate and temperature effects on the material behavior are analyzed. The true stress-true strain data from the dynamic tests are shown in Error! L’origine riferimento non è stata trovata. together with the static true stress – true strain curve at room temperature. The dynamic curves obviously include the thermal softening due to the spontaneous adiabatic heating at such rates.

At low strains the temperature are still close to the room temperature, then the dynamic effect is not counterbalanced and the dynamic curves are higher than the static reference one. At later stages the thermal softening progressively increases, thus the dynamic curves are gradually pushed down until they become lower than the static curve. The dynamic curves at larger strain rates are greater than those at lower rates, evidencing the strain rate effect. For completing the insight on these experiments, the true strain rate vs. true strain relationship is obtained according to eqs. \( (2) \) and \( (3) \); the evolving strain rates are reported in

![Fig. 3. Experimental True Stress-True strain Dynamic Curves from Dynamic tests](image1)

![Fig. 4. True strain rate vs. true strain Curves from Dynamic tests](image2)
In order to evaluate the temperature evolution during the dynamic tests, the dynamic true curves are firstly corrected by the post-necking function $MLR$ for obtaining the dynamic Mises stress-strain curves. Then the latter curves are integrated to calculate, via the Taylor-Quinney coefficient (TQC), the temperature history during each dynamic test. According to the findings by Kapoor & Nemat-Nasser [7], the TQC has been considered equal to one. The temperature evolution during each test is shown in Figure 5, showing that the temperature evolution is nearly independent of the strain rate, due to the modest difference between the dynamic curves at different strain rates.

![Figure 5](image)

**Fig. 5.** Evolution of the material temperature during each dynamic test

Now the temperature histories of dynamic tests from Errore. L’origine riferimento non è stata trovata. are introduced in the best fit functions $S(T, \varepsilon)$ derived from static tests, and the resulting softening history is eliminated from the dynamic curves dividing the latter by the softening history,

$$\sigma_{eq}(\varepsilon_{true}, \dot{\varepsilon}_{true}, T) = \sigma_{eq}(\varepsilon_{true}, \dot{\varepsilon}_{true}, T)/S(T, \varepsilon)$$

For the sake of brevity, we say that the Mises curves are mathematically “cooled down” to the room temperature, and this calculation is legit as far as the uncoupling of strain rate and temperature effects applies. Finally, the “cooled” dynamic Mises curves, only affected by the dynamic amplification, deliver the strain rate sensitivity function $R$ of the A270 steel, simply dividing them by the static curve at room temperature:

$$R(\dot{\varepsilon}) = \frac{\sigma_{eq}(\varepsilon_{true}, \dot{\varepsilon}_{true}, T) / S(T, \varepsilon)}{\sigma_{st}(\varepsilon_{true}, T_{room})}$$

Such strain rate sensitivity functions are plotted for every test in

![Figure 6](image)

**Fig. 6.** Dynamic amplification of the stress, $R$ vs $\dot{\varepsilon}_{true}$ plot, from all dynamic tests (left) and enlargement of the moderately high strain rate part of the same plot (right)

It is essential to underline that in...
Similarly to the thermal softening, which is found to be a two-variable function $S(T, \varepsilon)$ including the plastic strain, also the dynamic amplification of the A270 is found to be a two-variable function $R(\dot{\varepsilon}, \varepsilon)$. This demonstrates that the typical uncoupling of strain, strain rate and temperature effects, typically implemented in many literature models, is not suitable for describing a structural metal like the A270 steel at hand.

**Conclusions**

The combined strain rate and temperature effects on an A270 steel were analyzed in this work, by means of an experimental campaign including static and dynamic tests at room and high temperature.

The static experimental true curves were translated into Mises curves via post-necking correction, for determining the thermal softening function of the A270 steel.

Such function resulted to be a two-variables function of both temperature and plastic strain. The large anticipations of the necking onset at high temperatures in static tests delivered one more strong evidence confirming that plastic strain and temperature are coupled within the thermal softening function.

In addition, the true curves from dynamic experiments were translated into Mises curves, for determining the temperature histories via a unit Taylor-Quinney parameter and, in turn, determining the history of thermal softening. Then, the dynamic stress-strain curves depurated of such thermal softening delivered the dynamic amplification.

Also the strain rate effect resulted to depend on both plastic strain and strain rate, to the extent that the dependence on $\dot{\varepsilon}$ was clearly larger than that on $\varepsilon$.

These findings suggest the implementation of remarkable changes in many material models, for taking into account the frequently neglected coupling between strain, strain rate and temperature variables.
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Abstract. Adiabatic shear banding (ASB) is a shear localization mechanism occurring in high strength materials under high strain rate and impact loading as the consequence of thermo-mechanical instability. The influence of the method used for evaluating the plastic dissipation induced temperature rise, of the competition between thermal softening and microstructure changes, and of the cooling during unloading are discussed in regards with ASB onset and post-loading state in materials and structures undergoing high strain rate and impact loading.

1 Introduction

Adiabatic shear banding (ASB) is a shear localization mechanism occurring in high strength materials under high strain rate and impact loading involving (quasi) adiabatic conditions as the consequence of thermo-mechanical instability. Temperature thus plays a major role in this mechanism favouring the ultimate structural failure.

During a long time, thermal softening has been considered as the predominant factor in ASB initiation. Self-heating is generally deduced from the inelastic heat fraction or Taylor-Quinney coefficient usually considered as having a constant value, which is a strong hypothesis experimentally disproved, see e.g. [1]. Indeed, experimental investigations have evidenced the dependence of the quantity in question on strain, strain rate and temperature, see [1-4]. The hypothesis consisting in considering the inelastic heat fraction as independent on the loading path is now recognized as highly unrealistic. When searching for the conditions for ASB and further failure onset, an accurate evaluation of the plastic dissipation induced temperature rise during any transient transformations is thus required.

From their pioneering experimental works, Zener and Hollomon, see [5], have shown that the temperature rise and resulting thermal softening induced by the plastic dissipation (under adiabatic conditions) is responsible for the mechanism of strain localisation known as adiabatic shear banding, at least in high strength steels. More recently, some experimental investigations of ASB susceptibility of titanium alloys have evidenced recrystallization in the post-mortem band material, see [6-7]. On the other hand, according to a microstructural investigation of ASB in the Ti-6Al-4V alloy, Rittel and co-workers, see e.g. [8-9], state that dynamic recrystallization (DRX) is not the consequence of ASB but is at its origin, and that thermal softening actually plays at best a secondary role, even no role at all. So, depending on the material, e.g. high strength steel vs. high strength titanium alloy ASB onset may be triggered by thermal softening, see [5], or by microstructural changes (e.g. dynamic recrystallization, DRX), see [8], or by their combination.

At last, after unloading, the hot adiabatic shear bands are subject to a fast quenching by the cooler surrounding matrix and are accordingly the siege of microstructural transformations, see [10].

The influence of the method used for evaluating the plastic dissipation induced temperature rise, see Section 2, of the competition between thermal softening and microstructure changes, see Section 3, and of the cooling during unloading, see Section 4, are discussed in regards with ASB onset and post-loading state in structures undergoing high strain rate and impact loading.

2 Evaluation of the plastic dissipation induced temperature rise and its consequence on ASB onset

In this section, we are studying the consequences on the ASB initiation conditions of the simplifications made for evaluating the plastic dissipation induced temperature rise during any adiabatic processes.

2.1 Theoretical and modelling framework

We are here considering a rate and temperature dependent material with isotropic strain hardening whose yield function \( F \) is assumed of the form

\[
F(\tau, R) = \sigma_{eq}(\tau) - \left[ R_{0}(T) + R(\kappa, T) \right] = \sigma_{v}(\kappa) \geq 0
\]

(1)

where \( \sigma_{eq}(\tau) \) represents the equivalent stress, \( \tau \) the Kirchhoff stress tensor, \( R_{0}(T) \) and \( R(\kappa, T) \) the temperature dependent, initial radius of the Huber-Mises yield function and strain hardening force, respectively,
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and \( \sigma_s(\dot{\kappa}) \) the viscous stress. \( T \) is the absolute temperature and \( \kappa \) the cumulated plastic strain.

The stress-related quantities in (1) are expressed as

\[
\begin{align*}
R_s(T) &= R_s f(T) \\
R(\kappa, T) &= h'(\kappa) f(T) \\
\sigma_s(\dot{\kappa}) &= B\kappa^{1n}
\end{align*}
\]  

(2)

where \( R_s, B, n \) are constants and where \( h(\kappa) \) represents the stored energy of cold work and \( f(T) \) the thermal softening function. In the following, the arguments of the functions are not necessarily specified.

Under high strain rate loading involving adiabatic conditions, heat equation reduces to

\[
\rho c \dot{T} = D + T \frac{\partial \tau}{\partial T} : d^e + T \frac{\partial R}{\partial T} \dot{\kappa}
\]

(3)

where \( \rho, c \) are the mass density and specific heat, \( d^e, d^p \) the elastic and plastic strain rate tensors contributions. In (2) the quantity \( D \) represents the unrecoverable energy rate dissipated by heating, the mechanical dissipation, where \( \tau : d^p = \sigma_{eq} \dot{\kappa} \) is the plastic work rate and \( RK \) the stored energy rate ; \( T \frac{\partial \tau}{\partial T} : d^e \) represents the thermo-elastic coupling contribution which describes cooling during any tension loading and heating during any compressive one, and \( T \frac{\partial R}{\partial T} \dot{\kappa} \) the thermo-plastic coupling contribution which expresses the stored energy release rate during the temperature rise. The thermo-elastic coupling contribution is actually significant in problems involving very high velocity impact and/or high pressure shock loading. In the context of this work, velocity and pressure are considered moderate and thermo-elastic coupling is neglected. We are now defining the inelastic heat fraction \( \beta = \rho c \dot{T} / \tau : d^p \). Accordingly, combining (1) and (3) yields

\[
\begin{align*}
\dot{T} &= \frac{1}{\rho c} \left[ \sigma_{eq} \left( R - T \frac{\partial R}{\partial T} \right) \dot{\kappa} \\
\beta &= 1 - \frac{R - T \frac{\partial R}{\partial T}}{\sigma_{eq}}
\end{align*}
\]  

(4)

According to (4), the inelastic heat fraction \( \beta \) is inherently a function of plastic strain, plastic strain rate and temperature, see also [11-12].

### 2.2 Application to shear loading

The description of the post-critical response is not the purpose of the present study. Yet, in order to visualize the drop in stress provoked by adiabatic shear banding, the ASB deterioration model developed in the large scale postulate framework by Longère and co-workers, [13-15] is used. In the following application, functions \( h'(\kappa) \) and \( f(T) \) in (2) are expressed as

\[
\begin{align*}
h'(\kappa) &= \tau_s \left[ 1 - \exp(-b\kappa) \right] \\
f(T) &= 1 - aT
\end{align*}
\]

(5)

where \( \tau_s \) represents the saturation stress (Voce law) and \( a, b \) are constants.

We are now considering the high strain rate shear loading of a representative volume (RVE) with four evaluations for the inelastic heat fraction \( \beta \):

- quasi complete evaluation with Eq.(4)
- simplified evaluation with \( \beta = 1 - R / \sigma_{eq} \)
- basic evaluation with \( \beta = 0 \)
- basic evaluation with \( \beta = 1 \).

In the second evaluation, the thermo-plastic coupling contribution has been neglected. The evolution of the ‘regular’ temperature (temperature of the bulk material, outside the band) and of the shear resistance are plotted versus the shear strain in Figs.1-2. According to Fig.1, the ‘regular’ temperature is increasing until ASB onset and then decreases - when the plastic dissipation concentrates inside the band and makes the ‘singular’ temperature (the temperature inside the band) increase, see Fig.1. ASB onset is the point at which the shear stress starts to drop, see Fig.2.

Fig. 1. Influence of the method used to estimate the plastic dissipation induced temperature rise. Temperature evolution.

According to Figs.1-2, assuming a high constant value for \( \beta \) leads to an overestimate of the temperature rise and, accordingly, an early ASB onset. Depending on the application, the error done may be conservative or not.
3 Thermal softening vs. DRX as predominant mechanism triggering ASB onset

In this section, we are studying the competition between thermal softening and dynamic recrystallization (DRX) in adiabatic shear banding (ASB) onset in a high strength titanium alloy like material.

3.1 Modelling framework

In this study, strain hardening phenomenologically accounts for the combined effects of dislocation production and accumulation (positive hardening) on one hand and dynamic recovery (DRC) and DRX (negative hardening, or equivalently softening) on the other hand via the expression of the following expression for \( h'(\kappa) \) in (2)

\[
\begin{align*}
    h'(\kappa) &= \tau_s \left( Y(\kappa) \right) \left[ 1 - \exp \left( -\frac{Y(\kappa)}{2} \right) \right] \\
    \tau_s \left( Y(\kappa) \right) &= \frac{\eta}{\bar{Y}(\kappa)}
\end{align*}
\]

where \( \eta \) is a constant. The quantity \( Y \) is the sum of DRC and DRX contributions, i.e. \( Y = Y_{DRC} + Y_{DRX} \), with

\[
\begin{align*}
    Y_{DRC} &= Y_0 \\
    Y_{DRX} &= Y_{\text{max}} \left[ 1 - \exp \left( -\frac{(\kappa - \kappa_c)}{\Delta \kappa_r} \right) \right]
\end{align*}
\]

where \( Y_0 \) is a constant, \( Y_{\text{max}} \) is the saturation value of \( Y_{DRX} \), \( \kappa_c \) the plastic strain at DRX onset and \( \Delta \kappa_r \) a constant. \( \{ \} \) are Macauley brackets, i.e. \( \{ x \} = \text{Max}(0, x) \). The thermal softening function \( f(T) \) in (2) is now expressed as

\[
f(T) = \left( 1 - \left( \frac{T}{T_{\text{ref}}} \right)^m \right)
\]

Equations (6-8) allow for describing thermal softening and DRX-induced softening, independently or concomitantly.

3.2 Application to shear loading

We are once again using the approach developed by Longère and co-workers, see above. In the following graphs in Figs.3-5, the shear stress is plotted with respect to the shear strain considering four configurations:

(i) no thermal softening and no DRX (No TS & No DRX),
(ii) no thermal softening and with DRX (No TS & With DRX),
(iii) with thermal softening and no DRX (With TS & No DRX),
(iv) with thermal softening and with DRX (With TS & With DRX),

for different values of the DRX-related constants in (7).

According to Fig.3 considering late DRX onset, the curves With TS & No DRX and With TS & With DRX are perfectly superposed meaning that DRX has no effect on ASB occurrence in this case. ASB initiation is thus only triggered by thermal softening. On the opposite, according to Fig.4 considering early DRX onset, the drop in stress is (quasi) simultaneous for the curves No TS & With DRX and With TS & With DRX. Thermal softening has consequently no (significant) effect on ASB occurrence. ASB initiation is thus mainly controlled by DRX softening. In Fig.5, values given to DRX related constants have been chosen so that the drop in stress is simultaneous for thermal softening-controlled ASB initiation (With TS & No DRX) and DRX-controlled ASB initiation (No TS & With DRX). According to Fig.5, when both activated (see curve With TS & With DRX), DRX and thermal softening act together for making ASB initiate earlier, see also [16].
4 Effect of cooling in the post-loading stage

Adiabatic shear banding is a strong localisation mechanism which may be the siege of significant microstructural transformations while preserving matter cohesion. At a more or less advanced stage of the ASB process, micro-voids may nucleate, grow and coalesce in the band wake leading to the formation of a crack and further failure of the structure, see e.g. [17-18]. Depending on the loading conditions (intensity, duration, etc), the post-loaded structure may contain ASB-affected zones (covering an area $A_{ASB}$) which are partly damaged by micro-voiding/cracking (covering an area $A_{MV}$), see Figs.6-7 after [19]. The damaged parts (covering an area $A_{MV}$) of ASB are irreversibly deteriorated, and may accordingly be no longer able to carry stresses, whereas the parts of ASB with matter cohesion (covering an area $A_{ASB} - A_{MV}$) have been submitted to cooling induced micro-structural changes during post-loading, and are accordingly still able to carry stresses. For this reason, ASB onset cannot be considered as a failure criterion.

The microstructural state of the undamaged parts of ASB strongly depends on the thermo-mechanical history and on the material itself.

For example in high-strength steels, during loading the temperature inside the band may be so high that the material is austenitized and even partly liquid, see [4]. The band being hot and the surrounding matrix being cooler, the unloading provokes a fast quenching of the band material which results in a martensitic transformation induced hardening of the band material at room temperature. After polishing and etching, the band is white and we speak of ‘transformed’ band. Upstream from the transformed part of the band, the band may be only deformed, we accordingly speak of ‘deformed’ band. The ‘transformed’ band material has thus recovered mechanical properties that can even be higher (at least in terms of strength) than the properties of the surrounding matrix, see [20].

**Fig. 6.** High strain rate shear-compression loading of a hat shaped specimen. ASB indicator map in red.
deformed band has generally mechanical properties lower than those of the surrounding matrix.

**Fig. 7.** High strain rate shear-compression loading of a hat shaped specimen. MV indicator map in purple.

**Conclusion**

When addressing problems involving dynamic plasticity, a particular attention must be paid to the evaluation of the plastic dissipation induced temperature rise. Indeed, the temperature magnitude and history have a direct consequence on the potential thermomechanical instability (adiabatic shear banding) onset and on the microstructural state of the post-loaded structure.
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The thermal softening response of soda-lime glass inferred from plate-impact experiments, ballistic tests, and computational analysis
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Abstract. This work presents the high-strain-rate thermal softening response of soda-lime glass inferred from plate-impact experiments, ballistic impact tests, and computational analysis. Over the past 25 years several researchers have presented plate-impact experiments on soda-lime glasses that identified several interesting features: a softening of the bulk modulus for volumetric strains up to 0.23, a significantly stiffer bulk modulus for volumetric strains greater than 0.23, and a dramatic softening of the net stress (Hugoniot stress) for volumetric strains between 0.13 and 0.23. This dramatic softening has been the topic of discussion where explanations have included glass failure (damage softening), softening of the bulk modulus, and/or permanent densification. The work presented herein provides a third possibility, high-strain-rate thermal softening. Computed results that incorporate thermal softening are able to reproduce both the plate-impact softening characteristics, and the ballistic impact experiments that produce interface defeat; computed results that include only damage softening, or bulk modulus softening with permanent densification, cannot. These results suggest the dramatic softening observed in the plate-impact experiments is a result of thermal softening.

1 Introduction

The high-strain-rate behavior of glass is of interest because it is used in protective structures and other ballistic applications. Because of its wide use and unique behavior, it has been extensively studied, particularly in the plate-impact configuration. Plate-impact experiments have identified a unique response where the Hugoniot stress decreases (softens) as the volumetric strain increases. This softening is dramatic and has been the topic of discussion for many years. Explanations have included damage softening, time-dependent softening, and bulk modulus softening with permanent densification, but there has been no conclusive evidence for these hypotheses. The work presented herein will present a strong argument for high-strain-rate thermal softening. Although computations that include either damage softening or thermal softening can reproduce the plate-impact responses, the same damage softening behavior used to reproduce the plate-impact tests cannot reproduce ballistic impact experiments. The following sections will review the plate-impact experiments and present computed results that are in good agreement with both the plate-impact experiments and ballistic impact tests suggesting that the softening observed in the plate-impact experiments is due to thermal effects.

2 Plate-impact experiments

Figure 1 presents data from plate-impact experiments, for soda-lime glass, for volumetric strains up to \( \mu = 0.35 \). The test data are provided by Alexander et al. [1], Grady and Chhabildas [2], Simha and Gupta [3], and Dandekar [4] with all using similar forms of soda-lime glass (0.71-0.74 SiO₂, 0.11-0.15 Na₂O, 0.09-0.10 CaO). The softening behavior is clearly observed starting at approximately \( \mu = 0.13 \) and concluding at \( \mu = 0.23 \). What is unusual is the net stress actually decreases over this “softening zone” peaking at approximately 8 GPa at \( \mu = 0.13 \) and reducing to approximately 6.5 GPa at \( \mu = 0.23 \). The author is not aware of any material that exhibits this type of response. Because of this unusual behavior it is natural to question the accuracy of the data, but because two different researchers performed the experiments [1, 2], using two different plate impact techniques (standard and reverberation), there is strong evidence that this is the actual material behavior and not an experimental artifact (see Fig 1 tests AT-2, AT-8 and SODA-1). Figure 2 presents the plate impact data in terms of equivalent stress and pressure (the hydrostat presented in Fig. 1 is used to determine the pressure and equivalent stress), also included are data from Bourne and Rosenberg [5] and Brar et al. [6]. The softening is also clearly shown in Fig. 2 where the loading is initially elastic until the yield surface is reached (at approximately 4 GPa), maintained until the pressure reaches 5 GPa, and dramatically softened at pressures above 5 GPa. Grady and Chhabildas [2] suggested that this softening could possibly be a result of brittle shear fracture (damage softening) and/or permanent densification. Simha and Gupta [3] suggested time-dependent damage softening. The work presented herein will investigate the possibility of three separate softening responses: damage softening, thermal softening, and bulk modulus softening with permanent densification.

* Corresponding author: tholmquist@swri.org
In 2016 Holmquist, Johnson, and Gerlach (HJG) presented a revised glass model [7] and this will be the model used herein for the computational analysis. The model has an intact strength and failed strength; a pressure-volume response that includes bulking and permanent densification; a damage model to transition the strength from intact to failed, and thermal softening (a more in-depth description of the model is presented in reference 7).

There are at least three possibilities that could produce the softening response observed in Figs. 1 and 2: softening of the hydrostat with permanent densification; thermal softening; or damage softening. Each of these possibilities will be evaluated in turn.

The first possibility evaluated is hydrostat softening including permanent densification. The hydrostatic response of glasses is difficult to determine because they are amorphous and not well suited for test techniques that include x-ray diffraction (such as diamond anvil cell). Although difficult, there are other test techniques that can be used. Simha and Gupta [3] presented the hydrostatic response of soda-lime glass using plate-impact tests that included lateral gauges. The use of lateral and axial gauges allows for the direct determination of points along the hydrostat. They performed six experiments, reproduced in Fig. 1 by the circles. Also shown in Fig. 1 is the assumed hydrostat that goes through the data of Simha and Gupta, including consistency with the Hugoniot (net stress) data which must not fall below the hydrostat (note that test AT-8 does fall slightly below the hydrostat, but it is considered to be within the scatter of the data and taken herein to be on the hydrostat). Another important characteristic of soda-lime glass is that it exhibits 6% permanent densification when compressed to elevated pressures as presented by Ji et al. [8]. Permanent densification begins when the pressure exceeds 5 GPa and concludes when the pressure reaches 20 GPa. Using the HJG glass model with the hydrostat shown in Fig. 1, a permanent densification of 6%, and a constant flow strength (shown as the “no softening” response in Fig. 2) produces the uniaxial strain (no softening) response presented in Fig. 1 which is clearly not in agreement with the test data. This result suggests that softening of the hydrostat, including permanent densification, is not solely responsible for the softening observed in the plate-impact experiments.

The second possibility is thermal softening. Soda-lime glass has a low glass transition temperature, $T_g = 823$ K [8], at which temperature glass has very little strength (it becomes soft and rubbery). The glass model incorporates thermal softening in the same manner as the Johnson-Cook model [9]. The strength is given by $\sigma = \sigma_i [K_T]$ where $\sigma_i$ is the intact strength and $K_T$ is the thermal softening fraction. The thermal softening response for soda-lime glass is approximated from indentation data provided by Le Bourhis and Rouxel [10] and Watanabe et al. [11] as shown in Fig. 3 (here it is assumed that indentation softening represents strength softening) where $K_T$ is presented as a function of the homologous temperature $T^*$. The homologous temperature is defined as $T^* = (T - T_r) / (T_g - T_r)$ where $T$ is the actual temperature, $T_r$ is the room temperature, and $T_g$ is the glass transition temperature. Using the thermal softening response presented in Fig. 3 produces the uniaxial strain responses shown in Figs 1 and 2 (labeled as thermal softening) in good agreement with the test data. It appears that thermal softening is a possible explanation.
The third possibility is damage softening, a characteristic of brittle materials. The glass model has the capability to gradually transition from the intact to failed strength as a function of damage (damage softening). Damage, D, is defined as $D = \Sigma(\Delta\varepsilon_p/\varepsilon_{pf})$ where $\Delta\varepsilon_p$ is the incremental equivalent plastic strain which occurs during an integration cycle, and $\varepsilon_{pf}$ is the equivalent plastic strain to fracture. The strain to fracture is given by $\varepsilon_{pf} = D1(t^*+P')$ where $t^*$ is the normalized tensile strength, $P'$ is the normalized pressure (both are normalized to the intact strength), and $D1$ is a constant. There is also the ability to delay softening until the damage reaches a critical value and then gradually (linearly) approaches the failed strength, reaching the failed strength when the damage equals 1.0. For this analysis the intact strength is 4 GPa and the failed strength is zero. The best correlation to the experimental data is shown in Figs. 1 and 2 (dashed line) using damage model 1 presented in Fig. 4. The model response also includes a delay in softening (softening does not begin until damage exceeds $D = 0.4$), evident in the uniaxial strain response in Fig. 2 as it initially follows the plastic response (no softening) before softening begins at $P = 5$ GPa. Damage softening using model 1 and a 40% delay produces results that are in good agreement with the test data. It appears that damage softening is also a possible explanation.

From the computed results it appears that the use of either damage softening or thermal softening is capable of reproducing the softening observed in the plate-impact experiments. However, there are ballistic tests that provide additional information, and clarity, into what response is most probable. Recently Southwest Research Institute (SwRI) performed reverse ballistic experiments where soda-lime glass cylinders impacted stationary gold rods. The objective of these tests was to determine the dwell-penetration-transition velocity, $V_{dpt}$. (When the impact velocity is below $V_{dpt}$ interface defeat occurs where there is no penetration into the glass cylinder, when the impact velocity is above $V_{dpt}$ penetration occurs.) This type of test has been performed on several other brittle materials and the reader is referred to references 12 and 13 for a more in-depth discussion. Fourteen experiments were performed on soda-lime glass and the dwell-penetration-transition velocity was determined to be $V_{dpt} = 440$ m/s +/− 22 m/s. Figure 5 presents the experimental result for an impact velocity of $V = 417$ m/s which produced interface defeat (no penetration into the glass cylinder). When the impact velocity was increased to $V = 500$ m/s there was prompt penetration. These experiments provide information regarding damage softening because there is very little thermal softening that occurs prior to penetration: the transition from dwell to penetration is primarily a result of damage softening. Figures 6 and 7 present the computed results for a gold rod impacting a soda-lime glass cylinder at $V = 400$ m/s using damage model 1 and damage model 2. The result using damage model 1 produces prompt penetration, in disagreement with the experiment. Damage model 2 is required to reproduce the experimental result of interface defeat and is nearly an order of magnitude more ductile than damage model 1. The uniaxial strain response using damage model 2 is identical to the response with no softening in Figs. 1 and 2 (because $D < 0.4$, the onset of softening) and clearly is too strong, in disagreement with the test data. Computed results that include both the thermal softening response shown in Fig. 3 and damage model 2 shown in Fig. 4, produce results that are in agreement with the softening response exhibited by the plate-impact experiments and the dwell-penetration-transition ballistic tests. Thermal softening dominates in the plate-impact experiments (because $D << 1.0$ due to high pressures and greater ductility at those pressures) and damage softening dominates in the interface-defeat (dwell) ballistic tests (because $T^* << 1.0$ due to low levels of plastic strain). These results provide strong...
evidence that the softening observed in the plate-impact experiments is due to high-strain-rate thermal softening.

**Fig. 5.** Experimental result for a soda-lime glass cylinder impacting a stationary gold rod at $V = 417$ m/s. The results are presented at $t = 0.9, 15.6, 30.6$, and $48.9 \mu$s after impact. No penetration into the glass cylinder occurs.

**Fig. 6.** The left shows the initial geometry and the computed results at $50 \mu$s after impact using damage model 1 and damage model 2. The far right presents the experimental result at $t = 48.9 \mu$s. When damage model 1 is used there is significant penetration into the glass cylinder, when damage model 2 is used there is no penetration into the glass cylinder, consistent with the experimental result.

**Conclusions**

This work has used plate-impact experiments, ballistic impact tests, and computational analysis to infer that the dramatic softening observed in soda-lime glass plate-impact experiments is most probably due to high-strain-rate thermal softening. A glass model that includes both thermal softening (estimated from indentation experiments) and damage softening (estimated from ballistic data) was used to reproduce plate-impact data...
and ballistic experiments providing the evidence used to make this conclusion.
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Hybrid Polymer-Nickel Auxetic Structures: Testing Using Open Hopkinson Bar, Digital Image Correlation and High-speed Thermography
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Abstract. Two types of hybrid polymer-nickel auxetic specimens were subjected to the quasi-static compression and compressive impact loading using Open Hopkinson Pressure Bar. Two variants of the 3D re-entrant auxetic lattice were used: i) structures with rectangular struts and ii) structure with rounded struts. The specimens were numerically optimized, prepared using computer aided design, and the base constructs were 3D printed from VisiJet EX200 polymer. The constructs were then coated using the electrodeposition of the nanocrystalline nickel in two nominal thicknesses of the coating (60 μm and 120 μm). After the coating process, the core part of the constructs was removed by the burning-out of the polymer at elevated temperature. The structures were subjected to the quasi-static compression and simultaneously inspected using an CCD camera, while Hopkinson bar was used for the impact loading of the specimens at two different impact velocities (ca. 5 m/s and 26 m/s). Dynamic experiments were observed with a pair of high-speed cameras and an infrared camera. The high-speed camera images were processed using a custom digital image correlation algorithm. Mechanical as well as thermal behavior of the hybrid auxetic structures subjected to the different loading conditions was analyzed and summarized in this paper.

1 Introduction

Auxetic structures are meta-materials exhibiting negative Poisson’s ratio [1] that are therefore very promising for energy absorption applications [2]. Nowadays, the auxetics are usually porous structures created using 3D printing, additive manufacturing or other advanced manufacturing methods [3].

In this work, electrolytic coating deposition of a nanocrystalline metal layer on a base auxetic material (polymeric or metal additively manufactured constructs), was used. Two types of hybrid auxetic structures with a polymeric core and a nickel coating were tested using both quasi-static and dynamic compression. Nickel coating layer was deposited on the base structure produced by 3D printing of polymer. Three types of specimens were prepared: base structure specimens without coating, specimens with 60 μm coating layer thickness, and with 120 μm coating layer thickness. Complex experimental investigation was performed for evaluation of material properties, deformation mechanisms, energy dissipation and heat transfer effects at different strain rates. The specimens were tested quasi-statically in compression using electromechanical testing device and analyzed using digital image correlation (DIC) and thermography. For dynamic experiments, an Open Hopkinson Pressure Bar (OHPB) apparatus was used for compression of the specimens at two different strain-rates. Dynamic compression was observed using two high-speed cameras and a high-speed thermal imaging camera.

2 Materials and Methods

2.1. Specimens

The geometry of the samples was based on a periodical assembly of 3 × 3 × 3 re-entrant honeycomb auxetic unit cells. Two different types of structures with 25 samples per structure were manufactured. The first structure consisted of struts with circular cross section (referred as AuxR in the following text), and the second structure had struts with rectangular cross-section (referred as Aux3 in the following text). The 3D renders of both types of the specimens are shown in Fig. 1. The specimens were printed using the Pro Jet HD3000 3D printer (3D Systems, Rock Hill, USA) from the UV-curable polymer VisiJet EX200 with the highest resolution (656 × 656 × 800 DPI). The overall sample dimensions of the rectangular specimens were approximately 12.5 × 12.5 × 18.4 mm and of the circular specimens approximately 13.7 × 13.7 × 19.5 mm. Selected polymeric samples were electrochemically coated with 60 μm and 120 μm thick layer of nickel, respectively. Therefore, the polymer samples had to be made electrically conductive. This was achieved via dip-coating with a graphite lacquer. To connect the sample with the galvanostat, the sample was contacted with copper wires and positioned centrally in the deposition cell. A double-walled hollow cube with PVDF edges and titanium expanded metal side walls were used as anodic cage. The walls were filled with small nickel pellets as sacrificial anode and each wall was connected to the galvanostat. Further information on the coating process can be found in Jung et al. [4]. For the coating, a current
density of 1.35 mA/cm² for the 120 μm nickel coating and a current density of 1.7 mA/cm² for the 60 μm nickel coating was applied. A commercial nickel sulfamate electrolyte (110 g/l Ni, Enthone GmbH, Langenfeld, Germany) was used at a constant temperature of 50 °C. Afterwards, the polymer was molten out via pyrolysis at about 1000 °C.

2.2 Quasi-static experiments

The quasi-static experiments were performed using electro-mechanical loading device 3382 (Instron, USA) with the loading velocity of 0.05 mm/s. The deformation was observed by a 5 Mpx monochromatic CCD camera G504b (AVT, Germany) attached to a bi-telecentric zoom revolver TCZR072 (Opto Engineering, Italy) for DIC and a thermal imaging camera SC7600 (FLIR, USA) operated in high-resolution mode. The experiments were performed in order to evaluate quasi-static compressive response of the investigated samples where strains were obtained using DIC, together with the inspection of their thermal response at low strain-rate. The quasi-static experimental setup is shown in Fig. 2.

2.3 OHPB setup and experiments

Dynamic testing of the auxetic structures was performed using the OHPB setup [5]. OHPB method does not use a striker bar as the conventional Split Hopkinson Pressure Bar (SHPB). Instead, the instrumented incident bar is accelerated directly using a gas-gun system and impacts the specimen mounted on the transmission bar. In our setup, the incident bar is guided by the gas-gun barrel and by the low friction linear guidance system. Key advantages of the OHPB system are high strain reached in the specimen (comparing to the standard SHPB), measurement of the direct response of the specimen at both sides, no noise oscillations in the incident bar signals and easier evaluation of the results. Disadvantages of the method are lower maximum reachable strain-rate in the specimen (compared to the standard SHPB) and higher complexity of the system. The principle of the method is shown in Fig. 3.

Due to low mechanical impedance of the samples, the polymethyl-methacrylate (PMMA) bars with diameter of 20 mm were used. Length of both bars was 1750 mm. One measurement point (MP) was created on the incident bar, two MPs were created on the transmission bar. Each MP consists of two pairs of strain gauges in Wheatstone half-bridge arrangement. The first pair was equipped with foil strain gauges 3/120 LY61 (HBM, Germany) with 3 mm active length, whereas the second pair was equipped with semiconductor strain gauges AFP-500-090 (Kulite, USA) with 2.29 mm active length. The incident bar was guided by the linear guidance system consisting of the rail and the carriage drylinT (IGUS, Germany). Length of the track was 1200 mm. The transmission bar was supported by four linear bushings drylin (TIUM, IGUS, Germany). Wave dispersion effects in the PMMA bars were corrected using a conventional method based on the transfer function and experimentally measured wave propagation function [6]. Prior to the experimental campaign, quasi-static force calibration of the strain-gauges and experimental investigation of the dispersion effects was performed. The experiments were simultaneously observed by a synchronized pair of high-speed cameras Fastcam SA-Z (Photron, Japan) and by the same thermal imaging camera operated in the case of quasi-statics experiments in the high-speed mode. The OHPB experimental setup is shown in Fig. 4.

The hybrid auxetic specimens were tested at two nominal strain-rates corresponding approximately to 400 1/s (referred as low-rate in the following text) and 800 1/s (referred as high-rate in the following text). Reaching the identical nominal strain-rate in all the experiments required different impact velocity for each type of the coating of the samples. Thus, impact velocities from approx. 5 m/s to approx. 26 m/s were used in the experiments. The experiments were observed by the high-speed cameras with resolution of 256 × 168 px at approx. 250 kfps. Thermal response of the samples during the impact, heat transfer, and heat dissipation effects were observed using the thermal imaging camera at the resolution of 96 × 44 px at approx. 2 kfps.
3 Results

3.1 Quasi-static results

The quasi-static experiments were used for the evaluation of the material properties at strain-rate close to zero. Significantly different deformation behavior of the coated and uncoated structures was observed. Also thickness of the coating layer has a significant effect on the mechanical properties, particularly the stress-level at the plateau region. No heat transfer and heat dissipation effects were identified in the quasi-static experiments for both coated and uncoated specimens.

3.2 OHPB results – strain-gauges

In the dynamic experiments, the materials exhibited similar trends as in the quasi-static compression. However, effects of strain-rate were substantial and significant changes in the deformation behavior were identified. Using the OHPB with the PMMA bars, it was possible to reliably measure forces lower than 100 N and precisely evaluate the behavior of the structures during dynamic compression. Uncoated specimens exhibited very brittle behavior and disintegrated instantly during the initial phase of the impact. Coated specimens exhibited ductile behavior and it was possible to measure relevant material properties up to densification of the structure.

However, not all the coated specimens reached perfect dynamic equilibrium. Two effects were identified as factors causing this behavior. Firstly, wave propagation time in the specimen was relatively long because of the length of the specimens and their low mechanical impedance. Secondly, strong effect from imperfections of the coating layer was observed. Some specimens did not have uniform distribution of the coating material together with defects in the coating layer. Moreover, small distortions of the structures caused by the melting of the base polymer was observed at some specimens. Therefore, some of the specimens were undergoing dramatic dynamic effects causing slower convergence of the incident and transmission signals. However, all measured signals were of good quality and were relevant for the analysis of the deformation behavior.

Signals from the incident strain-gauges and signals from all the transmission strain-gauges were in very good agreement. However, semiconductor strain-gauges exhibited strong non-linearity above 500 με as well as the significantly reduced lifetime [7]. The signals from the semiconductors were not used for the evaluation of the results. The data from foil gauges were processed using a similar technique described by Govender [5]. As the impact velocity of the incident bar is a crucial quantity for the reliable evaluation of strain in the specimen, digital image correlation of the incident bar displacement right prior to the impact was used for the evaluation of the impact velocity [8]. Impact velocity calculated using the
flight-time of the incident bar between two optical gates was found unreliable and exhibited an error of around 10%. As the visco-elastic PMMA bars were used in the experiments, dispersion correction procedure based on method published by Bacon [6] was used for the time-shifting of the strain-gauges signals. Interestingly, the effect of the dispersion correction procedure was minor and the time shifted signals were almost identical with the measured signals. It can be estimated that because of the short distance between impact faces and strain-gauges and because of low mechanical impedance of the specimen it is not necessary to correct the strain-gauges data for the wave dispersion effects. However, wave dispersion analysis according to the abovementioned procedure has to be performed to evaluate the exact dynamic material properties of the measurement bars and correct for the geometrical imperfections of the setup. The example of the recorded good quality dynamic equilibrium of the AuxR specimen is shown in Fig. 5. The example of the evaluated stress-strain and strain-rate-strain curves for AuxR at both strain-rates is shown in Fig. 6.

3.3 OHPB results – high-speed camera

High-speed camera images were used for the visual inspection of the experiment, for precise identification of the impact velocity, and for other processing using DIC. Image correlation techniques were successfully employed and it was possible to calculate displacement and strain fields of the coated and the uncoated specimens up to the plateau region of their deformation response. The Poisson’s ratio was also evaluated in dynamic experiments using DIC. It was confirmed that the structures exhibit negative Poisson’s ratio even in the dynamic compression. Results of the DIC were in a good agreement with the strain-gages results.

Typical results of the DIC are shown in Fig. 7 – 9. Comparison of the stress-strain diagrams evaluated from the strain-gauges and diagrams where strain was evaluated using DIC (stress was calculated from the strain-gauges signals) for AuxR structure with 60 μm coating is shown in Fig. 7. Diagrams calculated for both incident and transmission bar are shown in the picture. DIC strain was evaluated at the boundary between the bar and the specimen and is in very good agreement with the strain-gauges signals indicating that the strain-gauges were properly calibrated and produced reliable results.

Full-field DIC results of the longitudinal strain of the AuxR specimen with 60 μm coating at high-rate are shown in Fig. 8. As the unit cells of the structure were relatively large in comparison with the overall specimen’s dimensions, it was possible to track the correlation points reliably to very high strain (up to ca. 40%). In the presented example, the strain was distributed evenly throughout the specimen. In some experiments, the deformation was more localized or lateral movements of the specimen during collapse of the individual cell layers was observed. Poisson’s ratio to strain diagram evaluated using DIC from the points on the edges of the specimen and from the internal core of the structure is shown in Fig. 9. The specimen exhibited stable negative Poisson’s ratio during the whole experiment.
3.4 OHPB results – thermal imaging

Changes in the heat transfer and heat dissipation effects were observed using the infrared camera. In all the experiments, it was possible to capture a limited number of the infrared images of a sample undergoing deformation. Heat-related effects were identified to be very different for all three types of the specimens, particularly the maximum observed temperature and the heated area of the specimen. According to the obtained results, the thermograms can be successfully used for identification of the stress-concentration regions of the deforming structures as both heating of the individual struts and the joints was clearly apparent. This also open possibilities for analysis of friction-effects on the bar-specimen boundary that are crucial for numerical simulations of the experiments, where finding appropriate models and constants for frictional boundary effects is a very challenging task. In the following paragraph, representative results derived using infrared imaging are presented. Note, that only qualitative analysis of the heat distribution can be provided as the precision of the thermal imaging in this temperature range has inherent physical limitations because the photon counting detector was used for thermal imaging. Here, the quality of the images is affected by a limited amount of photons emitted by the specimens in spectral range of the detector, while the required maximum frame rate influences the necessary integration time yielding uncertainties and low signal-to-noise ratio in the observed temperature range.

The AuxR structures without coating exhibited averaged maximum temperature in the specimen approx. 44°C in the low-rate experiments and approx. 43°C in the high-rate experiments. The uncoated Aux3 specimens exhibited averaged maximum temperature approx. 41°C in the low-rate as well as in the high-rate experiments. The AuxR specimens with 60 μm coating exhibited 56°C in the low-rate experiments and 52°C in the high-rate experiments. The Aux3 specimens with 60 μm coating exhibited 54°C in the low-rate experiments and 56°C in the high-rate experiments. The AuxR specimens with 120 μm coating exhibited 61°C in the low-rate experiments and 65°C in the high-rate experiments. The Aux3 specimens with 120 μm coating exhibited 61°C in the low-rate experiments and 64°C in the high-rate experiments.

Despite the temperature values are only estimated because of the thermal imaging precision, it can be concluded that no significant effect of the strain-rate in terms of the averaged absolute temperature for all types of the structures was observed. However, significant influence of the coating thickness on the averaged absolute temperature was identified. Moreover, the average temperature values in the individual specimen groups (based on the coating thickness) exhibited similar values.

Influence of the strain-rate on heat distribution in the Aux3 specimen with coating of 60 μm is shown in Fig. 10a. It can be seen, that despite the absolute values of the temperature were not significantly changed with the strain-rate, the heat distribution throughout the specimen was different. This trend was observed for the majority of the coated specimens. Influence of the coating layer thickness on the thermal properties of the Aux3 specimens is shown in Fig. 10b. It can be seen that thickness of the coating had the significant effect on both maximum temperature and heat distribution throughout the specimen.

4 Discussion

Based on the achieved results, some outcomes and findings can be summarized and discussed:

- OHPB method with PMMA bars was found to be suitable for testing of low impedance materials with good precision. Even results of the uncoated specimens, exhibiting fast disintegration after the initial phase of the impact, were found reliable and dynamic equilibrium prior to the disintegration was identified.
Fig. 10. Thermal imaging results: (a) influence of the strain-rate on heat distribution of the Aux3 specimens with 60 μm coating, (b) influence of the coating thickness on heat distribution of the AuxR specimens at low-rate.

• OHPB provided good quality data as the strain-gauges exhibited low noise and signals were not affected by the high amplitude oscillations. For some specimens, dynamic equilibrium was not achieved. However, it was found out that this behavior was not connected with the OHPB method but with the quality of the specimens.
• It was possible to test the specimens at strain-rates laying in the range between capabilities of drop-tower and conventional SHPB.
• Digital image correlation technique had to be employed for the evaluation of the incident bar impact velocity as the conventional evaluation using the flight-time between optical gates provided unreliable results with an error of approx. 10%. As the impact velocity is crucial for the correct evaluation of strain in the specimen in the OHPB method, it has to be evaluated with high precision.
• Because of the low impedance of the specimens, effectively filtering the high frequency oscillations, and short distance between strain-gauges and impact faces of the bars, wave dispersion effects in the visco-elastic PMMA bars were almost negligible. However, dispersion correction still had to be employed for the evaluation of the exact material properties of the bars at high strain-rate.
• Custom DIC tool was successfully employed for the evaluation of displacement and strain fields in the specimen at both low and high strain-rates.
• Results of DIC were in good agreement with the results of strain-gauges.
• High-speed thermal imaging was possible with the used infrared camera.
• As the recorded temperature of the specimens during the impact was relatively low, the results of the thermal imaging had to be considered qualitative with limited precision only. Nevertheless, the thermal imaging provided vital information about the heat distribution throughout the specimens with different coating.
• The manufacturing method of the specimens affected their quality in some cases (geometry distortion, imperfections of the coating etc.). Therefore, discrepancy in the deformation behavior of some specimens was observed. Thus, possible strain-rate related effects could not be identified as, if exist, they would be lower than the standard deviation throughout the OHPB experiments.
• OHPB together with DIC and thermal imaging was found to be vital experimental technique for the complex analysis of the mechanical behavior of the low impedance hybrid polymer-nickel auxetic specimens subjected to impact compression at moderate strain-rates.

5 Conclusion

Experimental campaign concerning an innovative hybrid auxetic structures was performed. Two types of auxetic structures produced by 3D printing were coated by the electrodeposition of the nickel at two different layer thicknesses. The specimens were tested in quasi-static and dynamic compression. OHPB was used as a method for dynamic compression at two different strain-rates. DIC and high-speed thermography were successfully used for the advanced analysis of the material behavior at both quasi-static and dynamic loading conditions.
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Abstract. The demand for bio-sourced materials is currently increasing. Cork material because of its unique properties (fire resistant, energy absorbing, ...) is then an excellent candidate for a large set of applications. This paper investigates the dependency of the mechanical behaviour from environmental conditions under a compressive loading. The material behavior has been determined as a function of the temperature and the mean strain rate. The microstructure was observed through scanning electronic microscopy. The characterisation of cork at different strain rates was then carried out. An electromechanical testing machine was used to apply an uniaxial compression at quasi-static strain rates. A fly-wheel was used for higher strain rates, up to 70 s⁻¹. Agglomerated cork was found to be temperature and strain-rate dependent. Its micro-structure reveals at complex composite material influencing strongly mechanical properties.

1 Introduction

Cellular materials are used in many different application domains such as transport, sport, food, health and energy. The main characteristics of these materials are a low density, an elastic rigidity, a capability to absorb noises and vibrations or to dissipate energy during an impact loading. Polymeric foams such as PVC, polypropylene and polystyrene foams are more particularly used in industry and their behaviour are largely commented in the literature [1]. These kinds of cellular materials do not support low or high temperatures and they cannot be used in aeronautic or spatial applications under severe conditions of loadings and temperatures. It can thus be interesting to investigate the behaviour of bio-based cellular materials that can with-stand extreme temperatures. Material like balsa [2], red-wood or cork which are in fact already used in passive safety applications, under severe conditions of temperature. For our study, an agglomerated cork has been chosen to evaluate its behaviour under quasi-static and high strain rates and low and high temperatures. Cork is naturally composed of microscopic prismatic cells shown in Fig. 1. The shape, orientation and organisation are anisotropic due to the growth of the tree. The main component of cork cell walls is suberin, a polymeric substance [3]. The other ones are lignin, cellulose and hemi-cellulose. Cork can be then considered as a multi-phased polymeric material. As expected from an organic material, cork and its by-products have a mechanical behaviour that is function of the environment like the humidity [4] and the temperature [5, 6] but also function of the loading conditions like the loading regime [7]. Previous studies demonstrated those dependencies on the structure behaviour. Yet the influence of the temperature and the mean strain rate on the deformation mechanisms is still not explicit. It is then important to investigate and try to explain the origin of these dependencies because several industrial applications can display a wide range of those conditions. The aim of this work is to study the mechanical behaviour of an agglomerated cork. It is a composite material made from a natural cellular material - the cork granules - bonded with a thermoset polymeric matrix. The strain rate and the temperature dependency of agglomerated cork products during compressive loadings are studied and described. Hypothesis concerning their origin is discussed taking into account the dependency of the cell wall constitutive material but also the specific structure of this material.

2 Material & Methods

2.1 Materials

To obtain agglomerated cork, small beads (Ø = 0.5/1 mm) were mixed together with a bio-sourced thermoset resin. This way, they are coated with resin. This mixture is uni-axially compressed into a mold to obtain a 1000 × 500 × 150 mm³ block at a 0.42 density. During the
molding, the compression induces a preferential orientation of the beads already discussed in a previous article [8]. Fig. 2 shows the process with the two directions induced by the bead flattening: directions in the (Oxy) plane will be called in-plane directions (IP) and (Oz) direction will be called out-of-plane direction (OP). Giving the size of granulates, this material belongs to the micro-agglomerate category. The crossing was made in an autoclave at 130°C during 12 hours. Slab were then machined from the block.

2.2 Quasi-static regime

2.2.1 Tests at room temperature

20 × 20 × 20 mm³ samples were cut from large slabs of agglomerated cork. They were conditioned at the 50% relative humidity (RH) for one month. An electromechanical traction/compression machine (Zwick Roell 250) with a load cell capacity of 250 kN was used. The imposed speed of the lower punch was set at 0.05, 5, 500 mm · min⁻¹ corresponding to average strain rates of 4.2×10⁻⁵ s⁻¹, 4.2×10⁻³ s⁻¹ and 4.2 × 10⁻¹ s⁻¹. Mechanical behaviour of the two main directions, in-plane and out-of-plane, were investigated.

2.2.1 Compression at different temperatures

At 4.2×10⁻³ s⁻¹, four temperature conditions were set: -30, -10, 100°C and the ambient temperature measured at 23°C. The heating/cooling was performed in a furnace equipped with a heater (for the 100°C temperature), a nitrogen cooling connector (for temperatures of -30 and -10°C) and induced circulation to keep the temperature constant in the chamber during the tests. As cork is a thermal insulation material, samples were placed at least one hour beforehand in the furnace at the wanted temperature in order for them to reach a stabilized temperature. During room temperature tests, the heating chamber was removed. The temperature was verified using infrared temperature sensor before and after testing but also during testing for low mean strain rates.

2.3 Low dynamic compression regime

To reach higher levels of strain rates, cork samples were tested on a flywheel. It is an original device which allows to dynamically load specimens at intermediate strain rates (from 50 to 800 s⁻¹). This device, due to its high moment of inertia (77 kg·m²), enables the compression of specimens under constant velocity, since the specimen does not absorb enough energy to slow the wheel down. The operation of the wheel can be summarized as follows (see Fig. 3): The heavy metallic wheel (1 m diameter, 617 kg) is set in motion and its rotation velocity is accurately controlled by an asynchronous motor. A hammer fixed on the wheel is the impactor of this machine which can impose tensile loadings on metallic or composite material and compressive loadings on cellular material according the associated apparatus being used [1]. To carry out compression tests on cork material, when the desired rotation velocity of the wheel is reached, a pneumatic jack pushes the anvil alongside the wheel. The anvil is then grabbed by the hammer inducing a rapid rotation of the crosspiece. This rotation imposes the displacement of the buckling bar BC and the lower power. The compression loading of the sample happens. Once the specimen is totally compressed or the compressive force reaches a threshold value, the bar BC buckles and interrupts further specimen compression. The unloading however is not controlled and is not operated at the same strain rate. The compressive stress is measured by a piezoelectric force sensor and the compression displacement is determined by a dynamic laser sensor (Keyence LC 2100) [9]. Raw signals were used as they presented low noises.

2.4 Experimental compression curves post-treatment

From the force/displacement data, stress/strain curves were deducted by calculating nominal stress (σ = F/S₀) and true strain (ε = ln(l₀ - l)/l). Poisson’s ratio of cork being close to 0 [10], the section did not change during the compression test. The Young’s modulus is calculated between a low strain ε₀ arbitrary fixed to 0.001 and the strain at the transition between linear and plateau response. To determine the
transition strain $\varepsilon_r$, the curve was fitted with a seven degree polynomial. The inflection point of the elastic part of the curve was found with its second derivative. The Young modulus is then calculated from the mean slope of the curve between the two strains $\varepsilon_0$ and $\varepsilon_r$.

![Graph](image)

**Figure 4.** General aspect of a compressive curve for agglomerated cork in the off-plane and in-plane directions.

### 3 Results & Discussion

#### 3.1 General compression behaviour of agglomerated cork

Cork compressive behaviour is typical of foam-like materials [11]. A rather good repeatability was observed between samples tested in the same conditions, providing a preliminary conditionnement of the samples. Fig. 4 shows the mechanical behaviour of cork agglomerate under a compressive loading in both directions. First, for small strains (around 5 %) in (1), cork has a linear behaviour, that would be mainly due to cell walls bending [10]. A plateau in (2) follows where stress does not vary much until a 0.4 strain. During this phase, cells become more and more distorted. After that cell walls progressively collapse completely causing stress to increase strongly. This last stage is called the densification (3).

Because of the oriented structure of the cork beads due to the industrial process, the isotropy of the classical behaviour of cork agglomerates mentioned in several papers [7, 12, 13] is here questioned. In-plane direction proves to be stiffer which can be correlated with the geometrical aspects studied thanks to x-ray tomography observations in a previous work [8]. Beads are initially more elongated in in-plane directions (during process) and thus harder to deform explaining this direction is more rigid.

Compressive tests demonstrate an anisotropic mechanical behaviour for cork agglomerates caused by an anisotropic geometry.

![Graph](image)

**Figure 5.** Effect of the temperature on the mechanical compressive behaviour of cork agglomerate tested in the out-of-plane direction at a mean strain rate of $4.2 \times 10^{-3} \text{s}^{-1}$.

### 3.2 Effect of temperature

Fig.5 shows experimental stress/strain curves for quasi-static compression tests at several temperatures Fig.5 shows experimental stress/strain curves for quasi-static compression tests at several temperatures from -30°C to around 100°C for cork agglomerates tested in both directions. As the temperature dependency is comparable the two directions, comments will only be on the out-of-plane direction in Fig. 5(a). At low temperatures (-30 and -10°C), the linear behaviour (first step) is clearly distinct. On the other side, for higher temperatures (23 and 100°C) this first phase is less visible and is hardly distinguishable from the plateau. Considering the linear and the plateau steps, for decreasing temperatures, increasing stresses are reached during the compression loading.

The temperature dependency of the mechanical behaviour of cork agglomerates, already reported in [14] is not surprising. Indeed, the whole material is a composite made of several polymeric materials. On one hand, there is the thermosetting resin, which is expected to have a linear dependency of its stiffness to the temperature on a wide range of temperature (glass transition temperature being high). On the other hand, there are beads of cork. And cork cells walls are made of several thermoplastic polymeric substances [15, 16].
When the temperature rises, molecular agitation increases. This agitation facilitates strain which is why the stress decreases. It was possible in each case to measure the Young’s modulus as reported in Fig.6. This figure shows the material stiffness in the out-of-plane and in-plane directions tested at $4.2 \times 10^{-3} \text{ s}^{-1}$ as a function of the temperature of the sample during the test. The material Young’s modulus decreases quickly when the temperature rises from -30°C to 23°C. For higher temperatures the evolution is much less important. The difference between the stiffness at room temperature and high temperature is only of few MPa, for a temperature increase of 80°C. Thus the stiffness variation shows a rather non-linear behaviour with an inflection point around 10°C.

Recently temperature transition in the cork mechanical behaviour was studied [4]. A glass transition for cork equilibrated at 53% relative humidity (RH) was identified around -6°C. It seems to depends a lot on the RH of the sample. The more dry the sample, the higher the glass temperature (from around 26.5°C for RH = 0% to around -10 for RH = 97%). Furthermore cork is a complex mixture of four main polymers (suberin, lignin, cellulose and hemi-cellulose). Their structure, bonding and molecular organization, which can actually have an impact on the water-dependance of $T_g$ are not yet fully elucidated. The change in temperature dependency of the mechanical behaviour, here around 10°C, can then be associated to the near glass transition of one or several polymeric constituents of the cell walls of cork. It can be conclude that having a glass temperature right in the range of use and near ambient temperature, studies of the mechanical behaviour of cork-based material have to be very cautious regarding the environmental conditions, in relative humidity and in temperature.

3.3 Effect of the mean strain rate

Because of the polymeric constitution of cork, cork-based materials are expected to be strongly strain-rate dependents. Besides cork agglomerate is considered for impact absorption. It is then important to characterize its mechanical behaviour at several loading rates and to understand the underlying mechanisms. Fig.7 shows the experimental strain/stress curves of cork agglomerates tested in both directions at room temperature (23°C) at several mean strain rates, from the quasi-static regime to dynamic loadings. Once again a typical foam-like behaviour can be spotted on both figures. The bigger the mean-strain rate, the bigger stresses reached during the compression loading as already reported in [17].

![Figure 7. Effect of the mean strain-rate on the mechanical compressive behaviour of cork agglomerate tested in the out-of-plane direction at room temperature (23°C).](image)

This increase in stress comes partly from the fact that at the molecular scale, when the strain rate increases, the molecular chains have less time to deform. So it forces them to do more local movements. These movements are less effectives to produce strain and thus consume more energy. This is the exact same scenario as for the decrease for increasing temperature seen earlier. This typical behaviour of polymer is caused by the molecular movements that are thermally activated and is called the time/temperature equivalence [18, 19]. It is however only the dependency of constitutive material of the cell walls in the cork beads that is hereby considered. Other phenomena can also influence the strain-rate dependency. Gibson and Ashby report them in their book [11]. For high-strain rate loadings, special features of cellular solids influence the overall force-
displacement response. Inertial energy contained in the rotations and asymmetric deflections associated with buckling modes of deformation can cause inertia at the microscopic scale, i.e. a delay in the buckling of cell wall. This delay leads to a deformation mode which can resist higher loads [20]. Moreover when a closed-cell foam, like cork, is deformed, the fluid within the cells is either compressed or expanded. For elastomeric foam, like cork, the effect of the gas on the rest of the stress-strain curve is very pronounced [21], even for reasonable ranges of strain rates (between $2 \times 10^{-3}$ s$^{-1}$ to 50 s$^{-1}$). For increasing strain rates, gas compression would then cause an increase in stress.

Depending on the cell wall material, the cell morphology and the material microstructure, these three possible causes to strain-rate dependency will not play the same role. To deconvolute such effects, specific tests (like hydrostatic compression tests [22]) or modelisation and numerical simulation taking into account these parameters [23, 24] are needed.

![Figure 8](image)

**Figure 8. Effect of the mean strain rate on the Young’s modulus of cork agglomerate tested at at room temperature (23°C).**

The Young’s modulus can also be plotted as a function of the mean strain rate with a logarithmic scale in Fig. 8. Whereas the evolution is quite linear in the quasi-static regime, a strong increase is noticed for the Young’s modulus measured near 100 s$^{-1}$. As this step in the compression loading is only for small displacements without cell wall buckling. It would then be unlikely that either inertia in the microstructure nor gas compression in the closed cells have an effect on this material parameter. So the own dependency of the constitutive material seems to cause this non-linear increase of the Young’s modulus for increasing strain-rate. By taking into account the time/temperature dependency, an analogy to the previous results can be made. The non-linearity in the Young’s modulus evolution could also come from the fact that at 23°C for high strain rates, cooperative movements do not appear. Cell walls would then be no more into the rubbery state but in the glassy one. It would thus lead stress and the initial rigidity to increase much more rapidly than in the rubber state (for lower strain rates).

**Conclusions**

The aim of this work was to study the mechanical behaviour of an agglomerated cork and its dependencies to temperature and strain rate during a compressive loading. These two environmental conditions seemed to be intrinsically linked. It was indeed observed that either for increasing temperature and decreasing strain-rate, a drop of the stress could be observe on the macroscopic curves. A non-linear dependency was observed in the initial rigidity for both temperature and strain-rate.

Hypothesis concerning the origin of this dependency and its non-linearity was discussed taking into account the dependency of the cell wall constitutive material. A explanation at the molecular scale was then proposed. The specific structure of this material (closed-cells foam) was also mentioned as a possible influence for the strain rate dependency. Indeed inertia of the microstructure and compression of the enclosed gas could be potential causes of the increasing of stress for increasing strain-rates.

Perspectives of this work would be to study the mechanical behaviour of such material at several strain-rates in temperature in order to better describe the non-linear dependency. A thermal chamber for the fly wheel apparatus is being build. Modelisation of this behaviour will also be undertaken in order to try to deconvolute what causes the strain-rate/temperature dependency.
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Abstract. Plastic deformation generates heat and the fraction of the plastic work that is dissipated by heat is given by the Taylor–Quinney coefficient (β). Temperature increase during plastic deformation softens the material and can offset the increase of stress due to strain hardening. Knowledge of the value of β is essential in numerical simulations of applications that involve dynamic loading since there is not sufficient time for the heat to dissipate and the temperature rise can be significant. A new test for determining the value of β is presented. In this test a material coupon specimen is loaded in tension at high strain rate. Full field measurements of deformation and temperature throughout the test (including in the necking region during the localization) are used for determining the value of β as a function of strain. Results from tests with specimens made of AISI 316L austenitic stainless steel show that the value of β increases with strain and reaches a plateau value of about 0.8 at strain of about 0.15.

1 Background

Plastic deformation generates heat and the Taylor-Quinney coefficient (β) is the ratio between the energy dissipated as heat and the overall work invested in producing the deformation. Knowing the value of the Taylor-Quinney coefficient is of great importance. It can provide insight into the microstructural evolution that occurs during the deformation, and it can play an important role in numerical simulations of applications that involve plastic deformation and failure. Accurate simulation of the temperature rise during the deformation is essential since a rise in temperature may offset the increase in stress due to strain hardening. This effect can be substantial when high strain rates and dynamic loading are involved where there is little or no time for the generated heat to dissipate and the temperature rise can be significant.

The fraction of plastic work that is converted to heat during deformation was first studied by Farren and Taylor [1] and Taylor and Quinney [2] during their experiments on the cold working of metals. In these experiments β was determined to be a constant 0.8-0.9 for all metals. These first tests, however, were performed quasi-statically at low levels of strain using complex calorimeter setups. Measurements of the Taylor-Quinney coefficient during high strain rate deformation have been mostly done in compression experiments conducted with the split Hopkinson bar (Kolsky) apparatus (SHB) [3-5]. In these tests the nominal stress and strain in the specimen during the tests were determined from the measured waves in the incident and transmitter bars assuming that the strain in the specimen is uniform. The temperature of the specimen was only measured at one, or a few, points using infrared (IR) detectors. McDougal and Harding [6] measured the temperature increase and calculated the Taylor-Quinney coefficient of Ti-6Al-4V using the torsional split Hopkinson bar technique. In a recent investigation [7] the Taylor-Quinney coefficient was determined in tensile SHB experiments. In this case the temperature was measured at only one point and the average strain was determined from the recorded waves in the incident and transmitter bars. Consequently, values of the Taylor-Quinney coefficient were obtained only for small strains since the average strain that is determined from the waves is valid only during uniform deformation before localization (necking) starts.

In the present paper the Taylor-Quinney coefficient is determined from tensile tests over a wide range of strain rates including high strain rates which are conducted in a tensile SHB apparatus. In these tests simultaneous full-field strain and full-field temperature measurements are made on the surface of the specimens. The strains are measured using the Digital Image Correlation (DIC) method with high-speed cameras, and the temperature is measured with a high-speed IR camera. Both, strain and temperature are measured throughout the test including in the necking region during the localization. By combining these measurements with the force determined from the wave in the transmitter bar, the Taylor-Quinney coefficient can be determined when the strain is uniform and in the necking region at large strains. Results from testing AISI 316L austenitic stainless steel show that the strain in the necking region can exceed 0.8 and the temperature rises by more than 300°C. The Taylor-Quinney coefficient increases with strain and reaches a plateau value of about 0.8 at strains above 0.15.

2 Experimental Setup

The Taylor Quinney coefficient was determined by conducting tensile tests at various strain rates (including dynamic tests) that included simultaneous measurements.
of full-field deformation and full-field temperature on the surface of the specimens during the tests. Tests at quasi-static strain rate were done using a servo-hydraulic load frame. Tests at a dynamic strain rate were done using a special intermediate strain rate apparatus [8], and high strain rate tests were done using a tensile split Hopkinson (Kolsky) bar (SHB) apparatus. The experimental setup is shown in Figure 1. The specimens are made of 316L austenitic stainless steel are flat and thin with dimensions shown in Fig. 2. The optical setup consists of a visual camera on one side of the specimen and a high speed IR camera on the other side.

The quasi-static tests were done with the specimens deforming at a nominal strain rate of $1 \text{s}^{-1}$. A Vision Research Phantom v7.3 camera was used for the DIC with a pixel resolution of $512 \times 128$ and frame rate of $20,000 \text{fps}$. The temperature was measured with a Telops FAST-IR camera with pixel resolution of $64 \times 128$ and frame rate of $10,000 \text{fps}$. In the $3,000 \text{s}^{-1}$ tests a Photron SA1.1 camera was used for the DIC with a pixel resolution of $384 \times 128$ and frame rate of $90,000 \text{fps}$. The temperature was measured with a Telops FAST-IR camera with a pixel resolution of $24 \times 64$ and frame rate of $30,000 \text{fps}$. The dynamic tests were done with the specimens deforming at a nominal strain rate of $200 \text{s}^{-1}$ and $3,000 \text{s}^{-1}$. In the $200 \text{s}^{-1}$ tests a Vision Research Phantom v7.3 camera was used for the DIC with a pixel resolution of $512 \times 128$ and frame rate of $20,000 \text{fps}$. The temperature was measured with a Telops FAST-IR camera with pixel resolution of $64 \times 128$ and frame rate of $10,000 \text{fps}$. In the $3,000 \text{s}^{-1}$ tests a Photron SA1.1 camera was used for the DIC with a pixel resolution of $384 \times 128$ and frame rate of $90,000 \text{fps}$. The temperature was measured with a Telops FAST-IR camera with a pixel resolution of $24 \times 64$ and frame rate of $30,000 \text{fps}$. The specimens are made of 316L austenitic stainless steel are flat and thin with dimensions shown in Fig. 2. The optical setup consists of a visual camera on one side of the specimen and a high speed IR camera on the other side.

Fig. 1. Experimental setup; Low strain rate (top), intermediate strain rate (middle), high strain rate (bottom).

3 Results

Stress strain curves from testing 316L stainless steel specimens at different strain rates are shown in Figure 3. The figure shows significant strain rate sensitivity with increasing stress with increasing strain rate.

Fig. 3. Stress strain curves from testing 316L austenitic stainless steel at different strain rates.

Images of the deformation (DIC axial strain) and temperature recorded by the visual and IR cameras during tests at nominal strain rates of $1.0 \text{s}^{-1}$, $200 \text{s}^{-1}$, and $3,000 \text{s}^{-1}$ are shown in Figures 4-6. The quantitative data from the images in Figures 4-6 are shown as waterfall plots in Figures 7-9. The figures show the distribution of the axial strain and the temperature along the center line of the specimen at different times during the test. Figures 7-9 show a nearly uniform deformation up to a strain of about 0.3 when necking starts to develop. Once the necking starts the deformation localizes quickly. The maximum strain at the necking region ranges from 0.5 at the high strain rate to 0.8 at the low strain rate. In the necking region the maximum temperature exceeds $240^\circ \text{C}$ in the $1.0 \text{s}^{-1}$ strain
rate test and reaches 320°C in the 200 s⁻¹ and 3,000 s⁻¹ strain rate tests.

![Fig. 4](image)

Fig. 4. Axial strain (DIC) and temperature measurements in a tension test at strain rate of 1 s⁻¹.

![Fig. 5](image)

Fig. 5. Axial strain (DIC) and temperature measurements in a tension test at strain rate of 200 s⁻¹.

![Fig. 6](image)

Fig. 6. Axial strain (DIC) and temperature measurements in a tension test at strain rate of 3000 s⁻¹.

The Taylor-Quinney coefficient (β) is given by:

\[ \beta = \frac{\rho c_p \Delta T}{\int_0^t W_p} \]

Where \( \rho \) is the density of the material, \( c_p \) is the specific heat of the material \( \Delta T \) is the change in temperature, and \( \int_0^t W_p \) is the plastic work. In the present paper the Taylor-Quinney coefficient is calculated at the point in the necking region where the maximum temperature is measured. The time history of the strain and temperature at that point for the tests at strain rates of 1.0 s⁻¹, 200 s⁻¹ and 3,000 s⁻¹ is shown in Figures 10-12, respectively. Each figure shows the engineering strain and the true strain. The engineering strain (change in length divided by undeformed length) is obtained from the DIC data by creating an virtual extensometer using two points outside the necking region such that the necking is between the points. The true strain at the point with the maximum temperature is obtained from the DIC software. In all three tests the engineering and true strains are nearly identical from the beginning of the test up to the time when the necking starts. The figures also show a moderate temperature increase during the uniform deformation that is followed by a significant increase due to the localization.
The calculated Taylor-Quinney coefficient ($\beta$) is displayed in Figure 13. The figure shows values that range between 0.75 and 0.82 at strains larger than 0.15. There is no significant difference between the tests at the different strain rates. It should be pointed out that at small strains (less than 0.15) the calculated values of $\beta$ are less accurate due to a larger tolerance in the temperature measurement.
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Temperature Dependent Compressive Characteristics of Additively Manufactured Stainless-steel Auxetic Lattices at High Strain-rate
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Abstract. Specimens based on re-entrant honeycomb auxetic lattice were printed from powdered austenitic steel using selective laser sintering and subjected to dynamic compression using Split Hopkinson Pressure Bar (SHPB). To study the influence of strain-rate and temperature on mechanical properties of the lattices, heating and cooling devices integrated into the SHPB apparatus were developed and the experiments were performed at two different strain rates given by different striker impact velocities. As a result, the dynamic compression was performed at two strain rates and three temperature levels (reduced, room, and elevated temperature) with 5 specimens for each combination. The specimen were observed by a pair of high-speed CMOS optical cameras and a high-speed thermal imaging camera. Optical cameras were used for evaluation of strain fields of the compressed samples using digital image correlation and for inspection of experiment validity. Thermograms were used for qualitative evaluation of heat distribution within the sample microstructure during its deformation. It has been found out that increase of strain-rate results in increase of plateau stress together with decrease of densification strain. The difference in specimen temperature led to changes in the mechanical properties, the absolute temperature of the fully compressed sample and increase of maximum measured temperature during the experiment.

1 Introduction

Recent development in additive manufacturing methods, particularly the practical means for production of metallic constructs, has opened new possibilities in the field of materials for deformation energy mitigation by introduction of microstructures with functionally graded properties tailored for specific application. As an important advancement, the new manufacturing processes allowed to introduce a new type of cellular materials, where the internal structure is deliberately designed to exhibit negative Poisson’s ratio [1, 2]. Furthermore, the Poisson’s ratio can be advantageously engineered using the optimization techniques to be strain and/or strain-rate dependent, depending on the microarchitecture and the material used for its production [3-5]. The resulting so called auxetic metamaterial exhibits beneficial energy absorption properties in case of dynamic impacts and penetration protection capabilities. In our recent experimental studies, mechanical properties of selected auxetic materials were evaluated at both quasi-static loading conditions and during dynamic impacts using Hopkinson bar [6, 7]. Strain-rate sensitivity of the additively manufactured auxetic structures together with strain dependence of the Poisson’s ratio were observed. For better understanding of deformation behavior of auxetics and for successful implementation of optimization procedures [8], strain-rate and temperature dependent effects have to be analyzed as one comprehensive physical system [9, 10]. In this paper, we investigated temperature dependence of material properties of a selected additively manufactured auxetic lattice having planar re-entrant honeycomb unit-cell geometry during dynamic compression in the Split Hopkinson Pressure Bar (SHPB) apparatus. The samples of the auxetic lattice were tested using the SHPB at different strain-rates and temperatures. High-speed optical and thermal imaging was used for the characterization of the material behavior during the impact.

2 Materials and methods

2.1. Specimens

The re-entrant honeycomb auxetic lattice with relatively thick struts (ratio of strut thickness to dimension of a unit-cell approximately 0.125) was selected for the study. The cubic-shaped specimens were additively manufactured from SS316L-0407 powdered austenitic steel using the selective laser sintering method (SLS). Dimensions of the specimens were 14.15 × 14.15 × 15.19 mm at the nominal strut thickness of 0.6 mm. Visualization and dimensions of the specimen are shown in Fig. 1.

The identical structure was used in our previously published study and its properties at room temperature are well known for both the quasi-static and dynamic loading conditions. Higher strut thickness was selected intentionally to increase heating dissipation effects to be reliably observable by the thermal imaging camera during the impact. The surface of the specimens was treated using a paint-brush to create a random speckle pattern for digital image correlation (DIC) on the side observed by the optical cameras. The opposite face of
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the samples, in every case the bottom face during the SLS printing procedure, with matt optical properties was left untreated to prevent reflections strongly affecting the infrared imaging.

![Fig. 1. Visualization and dimensions of the 2D re-entrant specimen printed using SLS.](image)

**2.2 SHPB setup**

Conventional SHPB apparatus was used for the compression of the specimens at two different strain-rates. High-strength aluminum alloy bars (EN-AW-7075) with diameter of 20 mm were used in the experiments. Striker bars with length of 500 mm (for higher strain-rate) and 750 mm (for lower strain-rate) were accelerated using a gas-gun system. Striker impact velocities used in the experiments were 30 m/s and 45 m/s. The incident and the transmission bar had the same length of 1600 mm. Each bar was supported by four low friction polymer housings (drylin series, IGUS, Germany). The bars were instrumented using foil strain gauges 3/120 LY61 (HBM, Germany) with active length 3 mm wired in the Wheatstone half-bridge arrangement. Both bars were equipped with one measurement point located in the middle of the bar to prevent forward-going and backward-going wave superposition at the strain gauge location. Pulse-shaping technique using cylindrical soft copper shapers mounted on the incident bar impact face was employed to reduce wave dispersion effects and undesirable high-frequency oscillations in the bars. The specimen was in direct contact with both bars while contact faces were lubricated by a small amount of grease. The impact was observed by a pair of high-speed cameras Fastcam SA-Z (Photron, Japan). One camera was used to record the in-plane auxetic deformation of the specimen at a resolution of 256 × 168 px and approx. 252 kfps. Images of this camera were used for the DIC analysis to calculate the displacement and strain fields. Speckle pattern was applied on both ends of bars for DIC of their movement during the experiment. The second camera provided general overview of the experiment and served as a mean for inspection of the behavior of the experimental apparatus at the moment of impact. Its resolution was set to 512 × 424 px resulting in 80 kfps. Lighting of the scene was performed using a pair of high-performance LED light sources MULTILED QT (GS Vitec, Germany). Overview of the imaging part of the SHPB setup is shown in Fig. 2.

![Fig. 2. SHPB setup showing both optical high-speed cameras, the thermal imaging camera, specimen chamber and a thermogram of a sample subjected to heating procedure.](image)

**2.3 Cooling and heating procedure**

At both strain-rates, the specimens were tested at three temperature levels distinguished by different initial temperatures at the moment of start of the measurement. According to capabilities of the used heating/cooling setups, particularly the achievable speed of temperature changes, and thermal conductivity of the samples, the low temperature of -5 °C, the room temperature of 25 °C, and the elevated temperature of 120 °C were selected for the measurement. In total, five specimens were tested at a given strain-rate and temperature.

The heating setup consisted of a pair of two ceramic heating elements having rated power 40 W each that are commonly used for construction of HotEnds (printing heads of thermal-based 3D printers). The heating elements were placed into movable aluminum clamps to provide proper contact with the heated specimens. Movement of the clamps was provided by two independently regulated (RC) servo drives controlled by in-house developed electronics. Temperature was regulated by an open-loop control system using pulse-width modulation signal to achieve the desired temperature of the sample up to approx. 220 °C. The integrated heating device together with the thermal imaging camera is depicted in Fig. 3.

To warm up the specimen, the heating clamps were set in direct contact with the upper and bottom face of the specimen prior to the experiment. After the target temperature had been reached, the clamps were moved away from the specimen and the SHPB experiment was started.

The cooling setup was designed as a gas cooling system with CO₂ as an active medium. From a pressure vessel with volume of 6.7 l containing 5 kg of liquid CO₂, gas was released through a reduction valve at 15 bars and fed through a silicon low-temperature certified hose into the cooling stage. The cooling stage was composed of a thermally isolated box containing dry ice, i.e. carbon dioxide in solid state with temperature -78 °C, and another smaller vessel filled with a combination of dry ice and 1 l of pure ethanol. The silicon hose from the pressure vessel was led in the first instance through the dry ice and then through the cooled ethanol vessel. The lengths of the hose segments in the dry and ethanol part
of the cooling stage were 2 m and 0.3 m respectively. The supercooled gas was then led directly to the specimen area, while the specimen was cooled from its top and bottom side by a pair of nozzles to reach the specimen temperature of -27 °C before start of the experimental procedure. The discrepancy between this temperature and nominal temperature -5 °C of the specimen at the start of the measurement was given by thermal conductivity of the samples leading to rapid raise of the temperature before SHPB experiment could have been started. The cooling setup in a position before the start of the experiment is shown in Fig. 4.

2.4 Thermal imaging

Simultaneously with the optical-imaging, the impacts were observed by the thermal imaging camera to evaluate the thermal effects induced by the rapid compression of the samples. The SC 7600 high-speed thermal imaging camera (FLIR, USA) equipped with an actively cooled focal plane array (FPA) with full-frame resolution of 640 x 512 px and pixel pitch 15 µm was attached to 50 mm f/2 lens with anti-reflection coated silicon glass optics. The camera uses photon counting Indium Antimonide (InSb) detector operating in 1.5 – 5 µm spectral range (SWIR to MWIR band). The lens-camera assembly was calibrated for the temperature range from -20 °C to 300 °C, where the thermal response of samples to loading was anticipated. To achieve maximum possible frame-rate at a reasonable resolution, FPA windowing to 96 x 44 px was used to perform imaging at ~2 kfps for the room and elevated temperature experiments, while the cooled samples were observed at ~1.9 kfps given by the integration time necessary for imaging of samples at such low temperatures. During all the experiments, MgF₂ infrared-transparent protective window was used to guarantee safety of the thermal imaging optics. For verification of the cooling procedure and the sensitivity of the high-speed thermal-imaging camera, microbolometric LWIR thermal imager i7 (FLIR, USA) was used.

2.5 Digital image correlation procedure

Digital image correlation method was used for verification of strain-gauge signal and for general overview of specimen during the experiment as a mean for inspection of experiment validity. The two-stage DIC procedure with sub-pixel precision based on full affine transformation was then applied and strain fields were evaluated using a set of Matlab tools. The Fig. 5 depicts image of specimen captured using the high-speed camera with the generated pattern of correlation points.

3 Results

The re-entrant honeycomb construct exhibiting in-plane negative Poisson’s ratio were subjected to dynamic compression using SHPB apparatus at two strain-rates and at three temperature levels to reveal strain-rate and temperature dependent mechanical characteristics. DIC procedure was applied on series of images captured by
the optical high-speed camera and showed good agreement with strain-gauge based evaluation.

According to the striker bar velocities used in the experiments, strain-rates of approx. 1200 s\(^{-1}\) and 2250 s\(^{-1}\) were used in the experiments. At first, the influence of strain-rate itself on the stress at the plateau region together with the densification strain was studied. It was assessed that the minor strain-rate effect is present at all the three temperature levels. Fig. 6 shows the results in terms of strain-rate and stress plotted against compressive strain for the samples at the reduced temperature.

![Fig. 6. Strain-rate and engineering stress plotted against engineering strain of the impacts at low temperature showing strain-rate dependence of the specimens.](image)

It can be seen that with the increase of strain-rate the plateau stress increases and the densification strain decreases. The differences are the most apparent between the quasi-static compression (strain rate approx. 0.003 s\(^{-1}\)) and the low-strain rate dynamic experiments, where the plateau stress increased by 40 % and densification can be observed at as low as 0.25 strain. Then, the temperature dependence of the structure was evaluated both on the basis of its mechanical response captured using the SHPB instrumentation and using analysis of the captured thermograms. Fig. 7 shows strain-rate and stress plotted against compressive strain for the samples measured using lower strain-rate at the different temperature levels together with the quasi-static results at the room temperature. Even though the comparison of the quasi-static and dynamic results comprises both the effect of temperature and strain-rate dependence of mechanical properties, it is apparent that the temperature dependence is present. Aside from the increase in plateau stress and decrease of densification strain between the quasi-static and dynamic response as a result of strain-rate effect, the temperature of the specimen at the beginning of the experiment influences all the plateau stress, densification strain, and the achieved strain rate. By comparing the dynamic results, it was observed that cooling of the sample causes increase of plateau stress, decrease of densification strain, and decrease of strain rate. Conversely, the exactly inverse effects can be observed for the elevated temperature levels.

![Fig. 7. Strain-rate and engineering stress plotted against engineering strain of the low energy experiments showing temperature dependence of the specimens.](image)

Qualitative analysis of the deformation processes was performed by studying the distribution of heat in the acquired thermograms. The data show that the initial temperature of the sample not only trivially influences the highest observable temperature of the deforming microstructure, but more importantly affects the difference between the initial and the highest measured temperature during the given experiment. As such, highest temperature difference was calculated for the room temperature samples, while the lowest difference was assessed for the elevated-temperature samples loaded at a lower strain-rate. Furthermore, the thermograms can be used as mean for inspection of concentration of deformation within the specimen microstructure as can be seen in Fig. 8.

![Fig. 8. Series of thermograms showing the heated specimen subjected to low strain-rate loading showing concentration of deformation to the first two layers of unit cells on the side of impacting incident bar. The scale bar indicates temperature in degrees centigrade. The thermograms were captured at 0 ms (a), 0.506 ms (b), 1.012 ms (c), and 1.518 ms (d) from start of the experiment.](image)

Here, it is possible to reveal e.g. localized heating in the joints of struts and overall distribution of deformation over the microstructure including possible localization of deformation to certain layers of unit-cells.
To summarize the influence of temperature on the mechanical properties of the studied auxetic constructs, the stress in the plateau region was plotted against strain-rate (see Figure 9) depicting both the strain-rate and temperature dependency of mechanical properties of the constructs.

![Fig. 9. Average plateau stress plotted against strain-rate showing its dependence on temperature.](image)

**Conclusion**

SHPB strain gauge signals were used to evaluate the material behavior at the given strain-rate and temperature. Good quality dynamic equilibrium was achieved in all experiments. Images captured using the high-speed cameras were used for the visual evaluation of the experiment and were processed using DIC algorithm. To reach strain corresponding to the plateau region of the stress-strain curve, relatively high impact velocities and thus strain-rates had to be used. The influence of strain-rate and initial temperature of the specimens on the resulting mechanical properties, particularly the plateau stress and densification strain, was assessed. The thermograms were used to inspect heat distribution in the specimen microstructure related to localization of deformation during dynamic compression.
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Abstract. The paper presents a mechanical response of two grade of steels, containing a high manganese addition under a compressive loading condition at wide range of strain rates and temperatures. The high strain rate experiments were carried out at a range of temperatures from 23°C to 600°C. Rusinek-Klepaczko constitutive equation was calibrated on the basis of the acquired data. The thermally activated component of the overall stress determined at quasi-static loading conditions was suspended at room temperature. At dynamic loadings thermally activated component was observed below temperatures equal to 500°C and 600°C for X29MnAlSi26-3-3 and X55MnAl25-5 steels, respectively.

1 Introduction

Due to good ductility and high strength TWIP (twinning induced plasticity) steels exhibits an outstanding impact energy absorbing properties. Moreover, their excellent strength to weight ratio enable to design structures with high stiffness and reduced overall mass. As a consequence TWIP steels are used in automotive industry, especially in construction of vehicle bodies. Application of TWIP steels with other types of advanced high strength steels (AHSS), i.e. DP and TRIP enables to increase passengers safety during crash and at the same time reduce vehicle weight, therefore lower fuel consumption and CO2 emission.

The TWIP steel, typically is a face-cantered cubic (FCC) alloy with low stacking fault energy (SFE) ranging from 20 to 40 mJ/m². In conventional FCC metals, i.e. Al, Cu and Ni at low strain rate plastic deformation mechanism is based on dislocation movement. Increase of strain rate enhances dislocation evolution by promoting the dislocation generation and suppressing the dislocation annihilation [1]. As a result a strain rate sensitivity of work hardening is observed. The reason of such behaviour is the athermal generation of structural defects (dislocations), while at the same time collision and partial annihilation of dislocations occurs with the assistance of thermal activation [2]. Increase of strain rate activates twins generation as a second mechanism of plastic deformation. The deformation twins increase the work-hardening rate by acting as obstacles for gliding dislocations [3]. Despite the same crystalline structure of TWIP steels and FCC metals, strain rate effect on mechanical behaviour observed in steels is slightly different than mechanisms founded for FCC metals. The work hardening rate, controlled by evolution of dislocation and deformation twins in TWIP steels decreases at high strain rates [4]. This behaviour suggests that one or both deformation mechanisms are suppressed. Experimental investigation carried out with use of transmission electron microscopy on the pre-strained specimens proved that the density of twin boundaries decreases with strain rates increasing from 10⁻⁴s⁻¹ to 100s⁻¹. Reduction in the twinning intensity may be related to dissipative heating which increases SFE and as a consequence diminishes generation of deformation twins [4]. Recently, similar analysis were conducted using X-ray diffraction experiments to determine influence of strain rate on dislocation density. It was found that in TWIP steels with FCC crystalline structure increase of strain rate induces lowering of the dislocation evolution which is in opposite to the FCC metals behaviour. This suppression of dislocation evolution has been attributed to the temperature increase due to dissipative heating at high strain rate deformation [5].

2 Experimental methodology

2.1 Tested steels

Analysis were carried out using two grades of the austenitic steel with high manganese content, i.e X29MnAlSi26-3-3 oraz X55MnAl25-5. Both steels were fabricated using casting in the copper die. Subsequently steels were forged at a temperature range from 1150°C ± 1000°C to obtain square forgings with a side equal to 45 mm. Further the materials were forged into 15 mm diameter rods at temperature 1150 ± 900°C . Finally, obtained rods were supersaturated thru 2 hours at temperature equal to 1150°C with water quenching. Both steels reveals single phase microstructure (Fig. 1). Cylindrical specimens for purposes of quasi-static and dynamic tests were cut-off from rods using electro-discharging machine. Diameter and length of specimens were equal to 5 mm and 3 mm respectively.

2.2 Quasi static and high strain rate testing

In order to obtain stress-strain curves of selected materials two various methods were applied. At low strain rate compression tests were conducted using a servo-hydraulic testing machine at room temperature. An electro-mechanical extensometer was applied for the axial strain measurements. The specimens had the following dimensions: diameter d₀=5 mm and length
l_0 = 3 mm. The samples used in all of the tests performed were machined from round bars using the machining. Interfaces were lubricated using MoS2 in order to reduce friction effects between the anvil and the specimen under compression. Inertial, frictional and adiabatic heating effect usually observed in the dynamic compression tests were minimized using analytical solution introduced by Malinowski and Klepaczko \cite{6, 7} Three specimens were tested at each given loading conditions. Average values of those measurements are presented in the paper.

Fig. 1. Microstructure of a) X552MnAl25-5 and b) X29MnAlSi26-3-3 steel.

At high strain rates Split Hopkinson Pressure Bar methodology was applied \cite{8}. The apparatus was equipped with temperature chamber to enable testing at elevated temperatures. The results obtained at high temperatures were corrected to avoid errors due to temperature gradients in elastic bars \cite{9}. The test stand, presented in Fig. 2 and Fig. 3, was equipped with incident (8) and transmitter (9) bars 20 mm in diameter and 1000 mm in length, which were made of high strength maraging steel, \(\sigma_y = 2100\) MPa \cite{10}. The signals acquired from the strain gauges (7) were amplified by the wideband bridge circuit (3) and digitized by an oscilloscope (4). The initial velocity of the striker (5), which was accelerated in a pressure gas launcher (1) was measured by two sets of diodes and photo detectors coupled to a digital counter (2). Based on the waveforms recorded by a digital oscilloscope for transmitted \(\varepsilon_f(t)\) and reflected \(\varepsilon_0(t)\) waves and the known cross sectional area of the bars \(A\) and the specimen \(A_s\), the speed of the elastic wave propagation in the material of the bars \(C_0\) and the specimen length \(L\), it is possible to determine stress \(\sigma(t)\), strain \(\varepsilon(t)\) and strain rate \(\dot{\varepsilon}(t)\) in the specimen using the following formulas:

\[
\sigma(t) = E \left( \frac{A}{A_s} \right) \varepsilon_f(t) \tag{1}
\]

\[
\varepsilon(t) = -\frac{2C_0}{L} \int \varepsilon_R(t) dt \tag{2}
\]

\[
\dot{\varepsilon}(t) = \frac{d\varepsilon(t)}{dt} = -\frac{2C_0}{L} \varepsilon_R(t) \tag{3}
\]

Fig. 2. Scheme of the test bench for tests by Hopkinson bar method, 1 - pneumatic gun, 2 - optoelectronic system for measuring striker velocity, 3 – broadband tensometer bridge, 4 - digital oscilloscope, 5 – striker, 6 - bars bearings, 7 – tensometers, 8 – incident bar, 9 – transmitter bar, 10 – wave damper.

Fig. 3. Temperature chamber mounted on the elastic bars.

2.3 Rusinek-Klepaczko constitutive equation

Viscoplastic mechanism of deformation was investigated using Rusinek-Klepaczko equation. The overall flow stress in the RK model \cite{11} were decomposed into three stress components: the internal stress \(\sigma_\mu\left(\varepsilon^p, \dot{\varepsilon}^p, T\right)\), the effective stress \(\sigma'\left(\dot{\varepsilon}^p, T\right)\) and the drag stress \(\sigma_d\left(\dot{\varepsilon}^p\right)\) , as shown in Eq. 4.

\[
\sigma(\varepsilon^p, \dot{\varepsilon}^p, T) = \frac{E(T)}{E_0} \left[ \sigma_\mu(\varepsilon^p, \dot{\varepsilon}^p, T) + \sigma'(\dot{\varepsilon}^p, T) + \sigma_d(\dot{\varepsilon}^p) \right] \tag{4}
\]

3 Analysis of the influence of temperature on the plastic deformation mechanism

Stress-strain characteristic of X29 and X55 steels are shown in Fig. 4. Tests were carried out at wide range of strain rates from \(10^{-4}\)s\(^{-1}\) to \(3.7\times10^3\)s\(^{-1}\) and from \(10^{-5}\)s\(^{-1}\) to \(3.7\times10^5\)s\(^{-1}\), respectively, for X29 and X55 steel. Quasi-static offset yield strength determined at \(\varepsilon = 5\%\) to is
equal to 420 MPa for X29 steel. As a consequence of modification of the chemical composition of steel value of the offset yield strength rise to 436 MPa. Similar behaviour is observed at dynamic loading conditions. Offset yield strength of X29 steel determined at strain rate equal to at $1.5 \times 10^{-3} \text{s}^{-1}$ is equal to 693 MPa, whereas in the case of X55 steel its value increases up to 710 MPa. Both steel grades reveals similar positive strain rate sensitivity effect. However, some differences may be found analysing work hardening behaviour, i.e. X29 steel shows typical behaviour of TWIP steel, whereas X55 stress-strain curve is close to structural metallic alloys mechanical response.

![Fig.4](image1)

**Fig.4.** True stress-strain curves of a) X29 and b) X55 steels determined at various strain rates.

Influence of the temperature on the stress-strain behaviour of investigated steels determined at high strain rates is shown in Fig. 5. It may be observed that both grades of steel, i.e. X29 and X55 reveals similar thermal softening effect. Offset yield stress ($\varepsilon = 10\%$) of X29 steel determined at 600°C drops to 500 MPa in comparison with value equal to 800 MPa estimated at RT. In the case of X55 steel offset yield strength is lowered from 786 MPa to 450 MPa, with increase of temperature from 23°C to 600°C, respectively. Moreover, temperature has no effect on the shape of compressive curve, i.e. plastic hardening modulus and exponent as well are comparable within applied range of temperatures. Due to low SFE plastic deformation of TWIP steels is govern by slip and twinning interactions. Available analysis of SFE value determined using Alain’s approach shows that increase of temperature from RT to 400°C induces growth of SFE from 21 mJ/m² to 76 mJ/m² in TWIP steel [12]. Since with the rise of temperature SFE value also increases therefore generation of twins is prohibited and stress component coming from twinning is suppressed [13]. It may be observed as thermal softening effect in Fig. 5.

![Fig.5](image2)

**Fig.5.** True stress-strain curves of a) X29 and b) X55 steels determined at various temperatures.

Comparison between experimental stress-strain curves and RK model based data estimated at wide range of strain rates is shown in Fig. 6. It may be seen that applied constitutive equation gives a good correlation between mechanical characteristics. Parameter n₀ used in RK model to predict behaviour of X29 steel is equal to 1.0. In fact local minimum (stage B) and maximum (stage C) of work hardening values shown in Fig. 4 are very close, 1860 MPa and 2150 MPa, respectively. As a consequence application of constant rate of hardening in constitutive model gives a good fit to experimental data. X55 steel reveals typical work behaviour, i.e. the hardening rate decreases with strain, thus initial strain hardening exponent n₀ was assumed to be 0.6.

Comparison of thermal softening effect influence of on flow stress of X29 and X55 steels is shown in Fig. 7. The rate of thermal softening is comparable for both tested steels. It may be found that inclination of the characteristic decreases at temperature around 500°C. Experimental data are reproduced by RK model with reasonable agreement.

Influence of temperature on the value of thermally activated effective stress component is illustrated in Fig. 8. It may be seen that according to RK model predictions at quasi-static deformation regime ($10^{-3} \text{s}^{-1}$) effective stress has a significant contribution to overall stress only
for negative temperatures. At RT overall stress value is equal to 0 MPa. Moreover, drop of the overall stress with increase of temperature is governed by Young’s modulus temperature dependence (Eqn. 4). At high strain rate loadings (1.7x10^{-3}s^{-1}) effective stress share in the overall stress is meaningful, i.e. it is equal to 300 MPa at RT. With the increase of temperature the effective stress value is reduced until 0 MPa at T=500°C.

**Fig.6.** Comparison of true stress-strain curves of a) X29 and b) X55 steels determined experimentally and calculated using RK model at various strain rates.

**Fig.7.** Temperature sensitivity of the flow stress of X29 and X55 steel determined experimentally and calculated on the basis of RK constitutive model; TAC – thermally activated component of the constitutive relation.

![Graph of flow stress vs strain rate for X29 and X55 steels](image)

**Fig.8.** Influence of the temperature on the RK overall stress components of X29 and X55 steels at (a) quasi-static and (b) dynamic loading conditions.

**Conclusions**

The following conclusions were drawn on the basis of analysis of mechanical, microstructural and analytical properties of X29 and X55 steels:

- Plastic deformation mechanism of both analysed steels is based mainly on slip at quasi-static loading regime. Increase of a strain rate activates additional plastic deformation mechanism, i.e. twining. Moreover at dynamic loading conditions shear bands were identified. Despite the fact that microstructural analysis clearly shows increase of twins at high strain rate loadings, quasi-static and dynamic stress-strain curves are similar in terms of work hardening modulus and exponent. As a consequence rate and temperature dependent coefficients B and n in the case of analysed material were almost constant over investigated range of strain rates and temperatures.

- X29 steel shows typical behaviour of TWIP steel, whereas X555 stress-strain curve is close to structural metallic alloys mechanical response. The first one shows local minimum of work hardening rate at range of strain form 0.05 to 0.10, whereas for the latter one minimum (stages B and C) is absent in the chart representing work hardening. Strain rate hardening exponent n0 determined for X29 steel is equal to 1, therefore work hardening rate of TWIP type material is represented in the RK model by a constant value. This approach gives a good agreement
with an experimental results, since difference between local minimum and maximum is very limited.

- At room temperature thermally activated effective stress is activated at strain rate equal to $10^{-2}\text{s}^{-1}$ in the case of X29 steel, whereas for the X55 it is observed at rates higher than $10^{-3}\text{s}^{-1}$. Moreover the intensity of the effective stress increase with deformation rate is higher for the X29 steel. Finally, strain rate sensitivity of X55 is almost linear in the investigated range of strain rates, whereas a curve representing X29 steel may be split into two regions of lower and higher sensitivity at quasi-static and dynamic loading conditions, respectively.
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Abstract. The present work aims to propose a constitutive equation to model the mechanical performance under high strain-rate and different temperatures of materials that present yield-strength anomaly (YSA). Experimental-data analysis, from nickel-based and cobalt-based superalloys, show that the shape of the anomalous temperature dependence of the yield strength fairly depends on the type of superalloy (material and composition). Moreover, high strain-rate tests at 1000s⁻¹, confirm that the sudden temperature increment due to adiabatic heating does not lead to YSA because the mechanisms need some time to activate. The response model is formulated by considering the underlying micro-mechanisms responsible for the YSA along with some phenomenological equations, such as the Johnson-Cook model, to make it applicable to different alloys. Finally, experimental data from nickel-based and cobalt-based superalloys are fitted with the proposed model, demonstrating that is able to accurately capture the response of both alloys.

1 Introduction

The aerospace manufacturers are constantly in search of improving the performance of the aircrafts, either by aerodynamics enhancements [1] or by using new materials [2, 3] which allow companies to fabricate lighter components, more efficient engines [4], etc. Good mechanical properties at high temperatures (up to 800°C), corrosion and wear resistance are examples of the working conditions that the materials used in some parts of the aircraft or power-generation engines, such as the turbine blades, must withstand, being Nickel-based high-performance alloys [5], also called Ni-based superalloys, and the promising Co-based superalloys [6], the ones that fulfil the aforementioned requirements.

The good performance of this alloys at high-temperatures is grounded in its microstructure (Figure 1), a face-centered-cubic (FCC) matrix (γ phase) and the L1₂ intermetallic precipitates (γ’ phase), since the thermal softening of the matrix is offset by the thermal hardening of the precipitates, keeping almost constant the yield strength evolution of the alloy or even getting higher values at some range of temperatures.

The yield-strength anomaly (YSA) observed in the L1₂ compound have been widely studied [7, 8] and the well-accepted conclusion is that Kear-Wilsdorf (KW) locking is the responsible mechanism, in which screw dislocations get stuck when they move from the octahedral {111} to the cube {100} planes. As cross-slip is a thermally-activated process, the probability of pinning dislocations increases with the temperature and therefore, the yield-strength increases.

From the numerical point of view, some authors have studied the K-W lock mechanism and have stablished some constitutive equations, based on dislocation dynamics, to imitate the response of L1₂ intermetallic crystals [9, 10] and the behaviour of Ni-based superalloys by homogenizing the γ+γ’ microstructure (hierarchical crystal plasticity models) [11].

Figure 1. γ’ microstructure of a nickel-based superalloy with rectangular precipitates. Image obtained from [5].

Nevertheless, to simulate real components, saving time and money during the designing process, macro-material constitutive equations are needed. The Johnson-Cook model [12] is an example of one of these macro-constitutive equations that are widely used in the impact-dynamic field. The equation relates the evolutions of the yield strength with respect to the plastic strain εₚ, plastic strain-rate ˙εₚ and temperature T. These types of models were formulated according to the standard mechanical behaviour of metals, i.e. thermal softening, so they cannot be used with YSA alloys unless defining different yield strengths for different temperatures or in other words, defining different materials for each temperature.

The scope of this work is twofold. First of all, using experimental data at high strain-rates and different temperatures from two different superalloys (Ni-based and Co-based superalloys), the shape change of the YSA is analysed depending on the type of material and the lack of applicability of some dislocations-dynamic-based equations is discussed too. Moreover, calculating the increment of temperature during the high-strain-rate tests, the effect of the adiabatic heating on triggering the K-W mechanism is examined. Finally, taking into account the information from the tests and K-W mechanism, authors
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propose a phenomenological constitutive equation that reproduce the effect of the strain rate $\dot{\epsilon}_p$, testing temperature $T$ and adiabatic heating $\Delta T$ on the mechanical response of YSA alloys.

2 Materials

Experimental data from the MAR-M247 nickel-based superalloy [13] and from a cobalt-based superalloy [14] was used to model different yield-strength dependences on temperature. Data from the split-Hopkinson-bar set-up was chosen to analyse the effect of the adiabatic heating on YSA.

2.1 MAR-M247 nickel-based superalloy.

MAR-M247 is a casting nickel-based superalloy that was developed in the early 1970’s [15] but that it’s still of great interest. The composition of the alloy in weight percentage can be seen in Table 1. For more information about the specimen’s preparation and testing procedure, refer to [13].

Table 1. Chemical composition of MAR-M247 (wt. %)

<table>
<thead>
<tr>
<th></th>
<th>Cr</th>
<th>Co</th>
<th>Al</th>
<th>Ti</th>
<th>W</th>
<th>Ta</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8.00</td>
<td>10.0</td>
<td>5.50</td>
<td>1.00</td>
<td>10.0</td>
<td>3.00</td>
</tr>
<tr>
<td>Mo</td>
<td>0.60</td>
<td>0.15</td>
<td>0.01</td>
<td>0.03</td>
<td>1.5</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

2.2 Cobalt-based superalloy.

Cobalt-based superalloys have better resistance against corrosion and oxidation at high temperatures than the nickel-based superalloys, so they are of great interest since 2006, when Sato et al. [16] discovered that it is possible to have a stable $\gamma/\gamma'$ microstructure and therefore, YSA, in Co-Al-W alloys.

In this study, the nominal chemical composition of the chosen alloy is Co-12Al-10W-2Ti-2Ta (at.%). The alloy was processed by powder metallurgy and the mechanical properties were obtained by means of the split-Hopkinson bar. For more information about the alloy or the mechanical tests, see [14].

3 Constitutive equations and modelling

In the present section the authors explain the origin of the yield-strength anomaly (YSA) in detail, to continue with the equations needed to model the behaviour of L1$_2$ intermetallic compounds ($\gamma'$ phase) and to finish with the explanation of the constitutive equation that is used to model the whole alloy (matrix + precipitates).

3.1 The yield-strength anomaly (YSA).

The origin of the positive temperature dependence of yield strength in the superalloys has to do with the presence of precipitates with a L1$_2$ lattice. This type of lattice, as can be seen in Figure 2, has FCC structure, so plastic deformation occurs in a similar way to the conventional FCC lattice but with certain dissimilarities.

In the L1$_2$ structure the slip vector $1/2<110>$ is not lattice translation, so a surface disorder is left behind when a dislocation glide. The energy associated to this disorder is called antiphase-boundary energy (APB energy). The order in the structure is restored again when another dislocation passes in the same direction of the same plane. As a consequence, a perfect dislocation in L1$_2$ lattice is composed by two partial $1/2<110>$ dislocations with an associated APB.

In the traditional FCC structures, dislocations only glide on the octahedral planes {111}, but in this case, they can glide on the cube {100} planes too. Since the APB energy associated to the {100} planes is lower than the one associated to {111}, it may occur that a screw dislocation $1/2<110>$ in {111} cross-slips to {100}. However, the Peierls stress on cube planes is higher than on octahedral planes. Thus the perfect dislocation get stuck and a higher external stress must be applied to keep the plastic flow (Kear-Wilsdorf mechanism) [7, 8].

Finally, the effect of the temperature on the mechanism has to do with the increment of thermal energy available for cross-slip. Increasing the temperature, increases the probability of K-W mechanism.

![Figure 2](image355x319 to 492x449)

Figure 2. Schematic representation of the L1$_2$ unit cell for the case of the intermetallic compound Ni$_3$Al, which is responsible for the YSA in nickel-based superalloys. The unit cell of Co$_6$(Al, W) is the same but changing nickel by cobalt and aluminium by aluminium or tungsten.

3.2 Constitutive equations.

3.2.1 The $\gamma'$ precipitate

Many authors have studied and proposed models to reproduce the behaviour of Ni$_3$Al single crystals [9-11]. Mainly, all authors expound that the strength of $\gamma'$ ($\tau_p$) is due to the contribution of the resistance of the octahedral planes {111} to the movement of dislocations ($\tau_{(111)}$), the increment of flow stress due to cross-slip pinning mechanism ($\tau_{(100)}$) and the slip resistance of cube planes {100} ($\tau_{(100)}$).

Figure 3 shows an example of the experimental yield strength of a Ni$_3$Al single-crystal ($\gamma'$ precipitate), highlighting three main regions. At low temperatures...
Besides the cross-slip contribution, the γ' response is also a function of τ_{111}, so the yield strength of region I and II can be modelled as:

\[
\tau_{111} + \tau_{c0} \exp \left( \frac{(T-T_p)^2}{w^2} \right)
\]

(2)

while the region III (loose of mechanical performance due to \{100\}-slip activation) may be defined with a phenomenological law. We have decided to use a Johnson-Cook type [12] thermal softening in pursuit of being able to adjust several types of distributions. So, the final equation for \(\tau_p\) reads:

\[
\left( \tau_{111} + \tau_{c0} \exp \left( \frac{(T-T_p)^2}{w^2} \right) \right) \left( 1 + \frac{1-T_p}{T_m-T_1} \right)^m
\]

(3)

where \(T\) and \(m\) are constants to be adjusted and \(T_m\) is the temperature at which the material does not offer resistance to plastic deformation.

Finally, the quality of the equation (3) was tested by fitting some experimental data (see Figure 3). To obtain the values different parameters (Table 2) the next procedure was followed:

- The parameters that are easy to identify, such as \(\tau_{111}\) and \(T_p\) were set directly.
- To reduce the number of constants to be fitted, \(T_1\) was set to zero. In this case, the shape of the region III can be controlled with just \(T_m\) and \(m\).
- The rest of constants were obtained by means of a least-square-fitting route.

<table>
<thead>
<tr>
<th>(\tau_{111})</th>
<th>(\tau_{c0})</th>
<th>(w)</th>
<th>(T_p)</th>
<th>(T_m)</th>
<th>(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50MPa</td>
<td>752MPa</td>
<td>391.2K</td>
<td>1067K</td>
<td>1500K</td>
<td>15</td>
</tr>
</tbody>
</table>

### 3.2.2 The YSA alloy

The mechanical behaviour of the superalloys is based on the contribution of the matrix (γ) and the precipitates (γ'). The matrix behaves similar to other metallic alloys so, applying the Orowan relation, we can write the plastic strain-rate as:

\[
\dot{\varepsilon}_p = \rho_m b \bar{v}
\]

(4)

where \(\rho_m\) is the density of mobile dislocations, \(b\) is the magnitude of the Burger’s vector and \(\bar{v}\) is the mean velocity of dislocations.

Applying the dislocation-thermal-activation theory [19], the mean velocity of dislocations can be expressed as an Arrhenius-type equation:

\[
\bar{v} = \bar{v}_0 \exp \left( \frac{-\Delta G}{k_B T} \right)
\]

(5)

where \(\Delta G\) is the energy associated to the obstacles that can be overcome by using only thermal energy, \(\bar{v}_0\) is a fitting constant, \(k_B\) is the Boltzmann constant and \(T\) is the
temperature. If an external stress $\tau_{ext}$ is applied to the material, $\Delta G$ decreases its value as:

$$\Delta G = \Delta G_0 \left(1 - \left(\frac{\tau_{ext} - \tau_a}{\tau_f}\right)^p\right)^q$$  \hspace{1cm} (6)

where $\tau_a$ is the non-thermal component of the resistance of the material (the minimum amount of external work that must be applied to start dislocation gliding) and $\tau_f$ the thermal one. The values $0<p<l$ and $1<q<2$ defines the shape of the energetic barrier.

Combining equations (4), (5) and (6), the thermoviscoplastic law of the matrix reads:

$$\tau_m = \tau_a + T \left(1 - \left(\frac{k_B T \varepsilon_a}{\Delta G_0} \ln \left(\frac{\varepsilon_a}{\varepsilon_p}\right)\right)^{1/q}\right)^{1/p}$$  \hspace{1cm} (7)

being $\dot{\varepsilon}_a$ a reference strain-rate that does not have an important influence on the output values of the equation and therefore, it can be set equal to $1 \times 10^8 \, \text{s}^{-1}$ for metallic alloys [20]. Moreover, depending on the type of alloy that we want to model, $\tau_a$ may be a constant value or a function that depends on the temperature.

Finally, the superposition law adopted in [18] can be used to determine the response of the whole alloy from $\gamma^\gamma'$:

$$\tau^n = \tau_m^n + \tau_p^n$$  \hspace{1cm} (8)

where $1<n<2$.

Typically, we only have the experimental data of the YSA alloys that we want to simulate and not any information about the behaviour of the matrix and or the precipitates. In this situation, fitting all the constants, at least 12, become a difficult task because of two main reasons: more than 12 experimental points are needed and there would strong interactions among some parameters like $\tau_{\text{off}}$, and $\tau_a$ that preclude the fitting procedure.

Therefore, from the point of view of the authors, equation (3) can be simplified as:

$$\tau_p = \tau_{\text{off}} \exp \left(\frac{(T - T_p)^2}{w^2}\right)$$  \hspace{1cm} (9)

just to model the region where the peak flow stress appears, while the general shape of the flow-stress evolution is defined by $\tau_m$. As it will be shown in the next section, the high temperatures that are achieved with the superalloys lead to an important drop of their mechanical response, so it is necessary to define a temperature-dependent $\tau_a$, i.e., a Johnson-Cook-type thermal softening. Moreover, if all the experimental data are from tests at the same strain-rate, the right-hand side of equation (7) must be disregarded and the simplified equation reads:

$$\tau^n = \left[\tau_a \left(1 - \left(\frac{T}{T_m}\right)^m\right)^n + \tau_{\text{off}} \exp \left(\frac{(T - T_p)^2}{w^2}\right)\right]^n$$  \hspace{1cm} (10)

3.2.3 Sensitivity analysis of the model

In this sub-section, a variance-based sensitivity analysis, also known as Sobol’s sensitivity analysis [21], is presented to examine the influence of each parameter on the output of equation (10). The study was done with the SALib module for Python language [22].

The parameter $T_p$ was disregarded from the analysis because it can be well determined with the flow-stress peak. The rest of the parameters were analysed in a range of feasible values taking into account the experimental data that is presented in the next section. The range of the temperature parameter was changed twice to cover the whole temperature range from room to high temperature and just to study what happens in the flow-stress-peak region.

From the results of the sensitivity analysis (Figure 4) we can infer that $m$ is of great importance to control the “shape” of equation (10) as a function of $T$. The next two parameters that have a higher index are again related to the matrix response. Somehow this result was expected since the precipitates contribution was simplified and only is important to define YSA in a short range of temperatures. Therefore, from the global response of the model the influence of such parameters are low but locally, they are going to be important to reproduce the increment of flow stress.

![Figure 4. Sobol’s sensitivity analysis of the model parameters (equation (10)). The total-order index is expressed as a decimal.](image)

4 Experimental data and discussion

To check the flexibility of the constitutive equation (equation (10)), two different YSA behaviours, based on experimental data from a cobalt-based [14] and a nickel-based superalloy [13], were used.

All experimental data were fitted by means of least-square methods.

4.1. The cobalt-based superalloy

Figure 5 depicts that the model is able to reproduce, with the constants gathered in where $\chi$ is the Taylor-Quiney
coefficient, $C_p$ is the specific heat of the alloy and $\rho$ the mass density. The values 0.9, 420J/kg/K and 9110kg/m$^3$ were used for the alloy, the yield-strength dependence on temperature during the three main stages. In the first stage, in which the material decrease its 0.2% flow-stress from room temperature until 1000K, the model takes advantage of the first part of equation (10). Then, the K-W lock mechanism activates, between 970K and 1070K, leading to the flow-stress peak. This zone is narrow and therefore the $\nu$ needs to have a low value. Finally, above the peak-stress temperature $T_p$, the response of the material drops, and the thermal-softening part of the equation is the responsible for model the trend.

![Figure 5](image)

**Figure 5.** Yield-strength evolution of the Co-based superalloy with temperature. Experimental data (dots) and numerical model (dashed line)

As the authors of the present article mentioned in section 3.1.1, it is known that the cross-slip mechanism (basis of the YSA) is a thermally-activated process. This means that dislocations need enough temperature and time to cross-slip and therefore, it may be assumed that the adiabatic heating does not activate the L-W mechanism.

This assumption is sustained by Figure 6, where we can see that the sample tested at 973K does not increase its flow stress in spite of “entering” in the temperature range of YSA due to the adiabatic heating. Moreover, analysing the test at 1073K we can also check that the sudden softening also needs some time to play its role. From the point of view of the authors, these ideas must be clear in mind when programming user-material subroutines in finite element codes to avoid non-real material responses under impact events.

The temperature evolution of the samples where determined with the equation:

$$T = T_0 + \frac{\chi}{C_p \rho} \int_0^{\varepsilon_p} \sigma \, de_p$$  \hspace{1cm} (11)$$

where $\chi$ is the Taylor-Quiney coefficient, $C_p$ is the specific heat of the alloy and $\rho$ the mass density. The values 0.9, 420J/kg/K and 9110kg/m$^3$ were used for the alloy.

![Figure 6](image)

**Figure 6.** Stress-strain curves of the Co alloy at 973K and 1073K and at 1000s$^{-1}$. The temperature evolution of the sample is also presented. The dotted horizontal line corresponds to $T_p$.

### Table 3. Parameters to fit Co-based experimental data.

<table>
<thead>
<tr>
<th>$\tau_s$</th>
<th>$T_m$</th>
<th>$m$</th>
<th>$\tau_{cs}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.65GPa</td>
<td>1267K</td>
<td>2.13</td>
<td>0.92GPa</td>
</tr>
<tr>
<td>$T_p$</td>
<td>$\nu$</td>
<td>$n$</td>
<td></td>
</tr>
<tr>
<td>1073K</td>
<td>58.3K</td>
<td>1.1</td>
<td></td>
</tr>
</tbody>
</table>

### 4.1. The MAR-M247 alloy

Figure 7 shows the experimental data and the numerical fit for the nickel-based superalloy. The dots correspond to tests performed with the Hopkinson-bar set-up (Exp.D) and to quasi-static tensile test (Exp.QS).

Firstly, it is important to note that the behaviour of the alloy is totally different from the one studied previously. In this case, there is no a clear YSA zone with a peak but just a slightly increase around 500K at high-strain rates. Due to this reason, authors decided to do two adjustments of the experimental data.

On the one hand, only data from the dynamic tests were considered and the equation (10) was used. The agreement between the experimental data and the model is good and hence, reinforced the idea that the propose model can be applied for different types of superalloys.

On the other hand, equation (10) was coupled with equation (7) with the aim of modelling the YSA and the effect of the strain-rate together. As can be seen (dotted lines) the strain-rate and temperature effect on the yield strength is reasonably well-captured. The different trend of the quasi-static data with respect to the dynamic data in the temperature range between 295K and 750K makes it impossible to get a better result, because we have to decide between a flat evolution (quasi-static) or a small peak of flow stress (high strain-rates). The authors chose to extrapolate the behaviour at high strain-rates to have a more complex temperature dependence and check the capabilities of equation (10).

Finally, Table 4 and Table 5 collect the values of the constants that were used in the model.
Conclusions

In the present work, the authors analyse the YSA behaviour of superalloys and propose a constitutive equation to model it for impact applications. The model is used to fit the response of a cobalt-based and a nickel-based superalloy, getting a good agreement although the yield-strength temperature dependence is different. Finally, it is verified that the effect of adiabatic heating on the mechanism that preclude the YSA effect is null.
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Dynamic Temperature-Dependent Tensile Behavior of Soft Ferromagnetic Alloy Fe-Co-2V
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Abstract. Fe-Co-2V is a soft ferromagnetic alloy used in electromagnetic applications due to excellent magnetic properties. However, the discontinuous yielding (Lüders bands), grain-size-dependent properties (Hall-Petch behavior), and the degree of order/disorder in the Fe-Co-2V alloy makes it difficult to predict the mechanical performance, particularly in abnormal environments such as elevated strain rates, high/low temperatures, and combinations of these. Thus, experimental characterization of the high-strain-rate stress-strain properties of the Fe-Co-2V alloy at high/low temperatures is desired, which are used for material model development in numerical simulations. In this study, the high-rate tensile response of Fe-Co-2V is investigated with a pulse-shaped Kolsky tension bar from cold to hot temperatures. Effect of temperature on yield stress, ultimate tensile stress, and elongation to failure are discussed.

1 Introduction

Applications such as magnetic bearings and rotors require soft ferromagnetic alloys such as Fe-Co-2V because of their high magnetic saturation. During the applications, soft ferromagnetic alloys may be required to bear sufficient mechanical loads under a wide range of environments, such as extreme ranges of temperature and loading rate. Currently, limited studies are available regarding the mechanical response of Fe-Co-2V alloys, with most focusing on the response under elevated temperatures. Ren et al. measured the tensile stress-strain response of Fe-Co-2V over a temperature range from ambient to 800°C [1]. Ren et al. found that the Fe-Co-2V displayed a linear elastic response, followed by a Lüders band (flat plateau) before linearly work hardening until failure. Below about 300°C, Ren et al. [1] found that the yield strength decreased with increasing temperature. The decrease in yield strength became insignificant when the temperature was between 300-700°C. Grain size within the material affected the yield strength and followed a Hall-Petch relationship [1]. Duckham et al. investigated Fe-Co-2V over a wide range of grain sizes and temperatures ranging from ambient to 500°C [2]. Their study reinforced the assertion that the Fe-Co-2V followed a Hall-Petch relationship between yield stress and grain diameter and added that both ordered and disordered Fe-Co-2V followed the same relationship. In terms of temperature, Duckham et al. [2] also concurred that the yield stress decreased with increasing temperature. The work hardening rate of the material with grain sizes between 100-150 nm was found to be fairly constant at temperatures up to approximately 300°C, but the material with grain sizes of 290 nm experienced a decrease in hardening rate when the temperature was elevated only to 100°C.

All the available studies have presented the tensile properties of Fe-Co-2V alloys at elevated temperatures but were limited to quasi-static strain rates. Ren et al. did vary the strain rate within the quasi-static regime and discovered a strain rate effect [1]. No information is available on the stress-strain relationship at high strain rates. Furthermore, no investigation has been undertaken to study Fe-Co-2V at low temperatures. Such high-rate, high- or low-temperature material property information of the Fe-Co-2V is critical for the performance assessment under abnormal extreme environments to which materials in magnetic applications may be exposed.

In this study, we use a Kolsky tension bar with an environmental chamber to simultaneously subject the Fe-Co-2V alloy to both extreme temperatures from -100 to 100°C and a high strain rate of 230 s⁻¹. Effects of temperature on yield stress, flow stress, and ductility are explored.

Fig. 1. Specimen Design

2 Materials and Methods

The Fe-Co-2V alloy studied was manufactured by Metal Werks Inc. Dog-bone tensile specimens were machined with the geometry shown in Fig. 1. Dynamic tensile experiments were conducted at temperatures of -100, -50, 23, and 100°C. The strain rate was held constant at approximately 230 s⁻¹ for all experiments to determine the temperature effect. Five experiments were conducted
at each temperature condition.

A Kolsky tension bar as shown in Fig. 2 was used for dynamic tensile experiments. The incident and transmission bars were 3.66 and 2.13 m long, respectively, and were made of C300 maraging steel. In this configuration, a solid cylindrical striker is contained inside the gun barrel [3]. When the striker is launched by releasing compressed gas from the cylinder, the striker is propelled toward the opposite end of the gun barrel and strikes an end cap. The generated tensile wave travels through the gun barrel and into the incident bar through a coupler. The tensile wave then propagates along the incident bar until it reaches the specimen which is threaded into the incident and transmission bars and locked into place using two lock nuts. While the specimen is being loaded in dynamic tension, part of the incident pulse is reflected into the incident bar as a reflected pulse, and part of the pulse is transmitted into the transmission bar. The primary benefit of a Kolsky tension bar with this design is that traditional pulse shaping techniques for general dynamic compression tests are easily implemented for dynamic tensile tests. In this study, annealed C11000 copper disks were placed on the inside of the end cap as pulse shapers. Like compression experiments, the dimensions of the pulse shaper can be changed to tailor the profile of the loading pulse for different temperature conditions.

For experiments at high and low temperatures, an environmental chamber was installed at the specimen location to locally heat or cool the specimen and bar ends. A thermocouple was placed on the bar a few centimeters away from the sample. The temperature of the bar and the specimen was assumed to be equilibrated. The material properties of the bars were assumed to be constant within the temperature range (-100 to 100 °C) investigated in this study.

At ambient temperatures, the specimen strain was measured using a linear laser and detector configuration. Shown in Fig. 2a, this configuration used a single beam laser split into two separate high-speed photodetectors using a mirror prism [4]. This allowed displacements of the incident (L_i) and transmission (L_t) bars to be tracked independently during the experiment to calculate the strain history of the specimen. The laser measurement eliminates the possible error in specimen displacement measurement with a traditional method using strain gage signals due to wave reflection at the complicated interfaces, i.e., threads, between the specimen and the bars. However, a previous study showed that when sufficient torque is applied to the lock nuts experimental error is minimal when strain gage signals were used to calculate the displacements at both ends of the specimen [5]. For the experiments where the thermal chamber was used (Fig. 2b), using the laser system was not possible. With proper torque applied to the lock nuts, the specimen strain was therefore calculated using the strain gage signal

\[ L_i - L_t = \Delta L = C_0 \cdot \int_0^t (\varepsilon_i(t) - \varepsilon_r(t) - \varepsilon_t(t)) \, dt \]  \hspace{1cm} (1)

where \( C_0 \) is the bar wave speed and \( \varepsilon_i, \varepsilon_r, \) and \( \varepsilon_t \) are incident, reflected, and transmission bar strains, respectively.

For either the laser or strain gage strain measurements, the deformation of both the gage and non-gage sections were recorded. Thus, the specimen strain must be corrected to include only the gage section. Because the Fe-Co-2V material has an elastic, followed by linear hardening behavior, the specimen strain correction method developed by Song et al. [6] is applicable to correct the specimen strain. Details of the linear hardening strain correction method were presented in [6], however, the general method is summarized here. The correction method divides the stress-strain curve into four regions, shown in Fig. 3.

![Fig. 3. Idealized linear elastic, work hardening material [6].](image)
In Fig. 3, $\sigma_{y1}$ and $\sigma_{y2}$ are the upper and lower yield strengths, and $\sigma_{ult}$ is the ultimate tensile strength. Forces $F_{y1}$, $F_{y2}$, and $F_{ult}$ correspond to upper yield, lower yield, and onset of necking. As will be shown later, the Fe-Co-2V specimens only require use of Regions I-III since no necking occurs. The specimen strain is calculated using Regions I-III from with the piecewise function [6],

$$
\varepsilon = \begin{cases} 
\frac{c^* \Delta L}{L} & \text{(Region I)} \\
\frac{\Delta L}{M} \left( \frac{F}{1 - \frac{c^* \Delta L}{L}} \right) & \text{(Region II)} \\
\frac{\Delta L}{M} \left[ \frac{2 - F}{E_y \pi} \int_{y_0}^{y_1} \frac{dx}{R_U} - \frac{F_{y1}}{r_0} (2y_0 + L_s) \right] & \text{(Region III)} 
\end{cases}
$$

Where $R$ and $r_0$ are the radii of the shoulder and gage sections of the specimen, respectively. For the geometry used in this study, $y_0 = R = r_0 = 3.18$ mm. $L_s$ is the length of the straight gage section, and $F$ is the force generated by the specimen as a function of time. The specimen Young’s modulus is denoted $E_y$ while $c^*$ is a constant also derived from the specimen geometry,

$$
c^* = \frac{1}{1 + 2 \frac{r_0}{L_s} \int_{y_0}^{y_1} \frac{dx}{R_U}}
$$

The elastic/plastic boundary, $x_0$, increases with increasing applied force, $F$,

$$
x_0 = r_0 \left[ \sqrt{\frac{F}{F_{y1}}} - 1 \right] \left[ 2 \frac{R}{r_0} - \left( \frac{F}{F_{y1}} - 1 \right) \right]
$$

The specimen stress history was calculated using

$$
\sigma(t) = E_y \varepsilon_i(t) \frac{A_0}{A_t}
$$

where $E_y$ is the Young’s modulus of the bar, $A_0$ is the bar cross-sectional area, and $A_t$ is the specimen cross-sectional area.

### 3 Results and Discussion

A typical set of strain signals from a Kolsky tension bar experiment on Fe-Co-2V alloy are shown in Fig. 4. Figure 4 shows a uniquely-shaped incident pulse compared to most Kolsky bar experiments. Achieved through pulse shaping, this nearly linear hardening incident pulse was required to deform the specimen at a near constant strain rate, rather than the usual trapezoidal incident pulse. The specimen response shown in Fig. 4 displays high and low yield stresses followed by linear hardening until abrupt failure. The corresponding displacements of the incident and transmission bar ends are shown in Fig. 5.

![Fig. 4. Original experimental record for Fe-Co-2V under dynamic tension](image)

Using the displacement histories in Fig. 5, the linear hardening strain correction method of Song et al. [6] was applied to calculate strain and strain rate histories, the results of which are shown in Fig. 6. In this case, the specimen was subjected to a nearly constant strain rate of approximately 230 s$^{-1}$, which was achieved through pulse shaping. At an engineering strain of approximately 5%, a decrease in strain rate was observed which was caused by the beginning of plastic deformation in the shoulders of the specimen, after which the strain rate returned to a similar level [6].

![Fig. 5. Displacement history](image)

Overall, the general shape of the stress-strain curve at high rate is like the quasi-static behavior, but some differences are noticeable. The dynamic stress-strain curve has a distinct upper and lower yield response prior to onset of linear hardening. This contrasts with the quasi-static case where yield occurred, followed by a flat plateau (Lüders banding) prior to hardening [1,2].

Using the same process, the temperature of the thermal chamber was varied from -100 to 100°C. The strain rate was held constant at approximately 230 s$^{-1}$ for all experiments. The average engineering stress-strain curves are shown in Fig. 7, which represent an average of five experiments under each condition. Notably, both the high
and low yield stresses increased with decreasing temperature. The rate of hardening was independent of temperature. The behavior at ambient temperature and 100°C was nearly identical, but higher strain to failure and ultimate stress was observed at 100°C.

![Fig. 6. Engineering stress-strain and strain rate behavior of Fe-Co-2V at 23°C](image)

Fig. 6. Engineering stress-strain and strain rate behavior of Fe-Co-2V at 23°C

Further temperature effects are shown in Fig. 8 at different strains. As was noted earlier, the yield stress was the highest at -100°C and decreased with increasing temperature. The flow stresses at both 3% and 6% strains were also the highest at -100°C and decreased with increasing temperature. The ultimate tensile stress showed the opposite trend where the average value at 100°C was about 24% higher than at -100°C. This is most likely linked to the increase in overall ductility with increasing temperature, which is shown in Fig. 9. The Fe-Co-2V had 65% higher average failure strain at 100°C compared to -100°C.

![Fig. 7. Temperature effect on stress-strain behavior of Fe-Co-2V. Averaged curves at 230 s⁻¹](image)

Fig. 7. Temperature effect on stress-strain behavior of Fe-Co-2V. Averaged curves at 230 s⁻¹

Fig. 8. Temperature effects on yield, flow, and ultimate stress. Error bars represent one standard deviation.

Post-test failure analysis of the Fe-Co-2V samples showed that the material underwent brittle fracture. This was observed in all cases regardless of temperature. Each of the specimens failed within the gage section, but no necking was noticeable in any case. This agrees with the

Comparisons of these results to any literature data are difficult to make since to our knowledge, no studies are available to address temperature effects over this range for Fe-Co-2V. Duckham et al. [2] investigated a similar Fe-Co-V alloy under quasi-static tension but mainly looked at the elevated temperature behavior. In general, the behavior found in this study at ambient temperature and 100°C agrees with Duckham et al. [2], where only a minor difference was measured over that temperature range. Duckham et al. similarly noted that the hardening rate of the tensile stress-strain curve did not change with temperature until the temperature reached about 300°C, though this was a grain size dependent relationship.

Though temperature-dependent behavior of Fe-Co-2V is sparse in the literature, the tensile stress-strain behavior of a few different steel types has been studied at cold temperatures which may be used for rough comparison. The temperature effect measured here for Fe-Co-2V is somewhat less dramatic compared to 304 stainless steel. Zheng and Yu saw an increase in ultimate stress of 304 stainless steel by about 24%, under quasi-static conditions when the temperature was dropped from 27°C to -100°C [7]. The ultimate strain was also about 40% lower at -100°C compared to 27°C [7]. Another quasi-static study on mild and high-strength S690 steels showed similar behavior from 30°C to -80°C [8]. Yan et al. [8] found that the mild steel had approximately 18% higher ultimate tensile strength at low temperature while the high-strength steel was only about 9% stronger at low temperature. Unlike the Fe-Co-2V alloy, the failure strain of both types of steel remained relatively constant over the temperature range [8].
stress-strain behavior shown in Fig 5, since no localized necking was observed prior to fracture.

**Conclusion**

A Kolsky tension bar with an environmental chamber was used to measure the temperature dependent properties of the soft ferromagnetic alloy Fe-Co-2V at high strain rate. A specimen strain correction was applied to the measured displacement data to accurately calculate the strain over the gage section. Tensile stress-strain curves were presented for temperatures of -100, -50, 23, and 100°C at the same strain rate of 230 s⁻¹.

Overall, the dynamic tensile stress-strain behavior was similar over the temperature range. The flat Lüders band plateau usually seen for this material at quasi-static strain rates was absent at high rate. Instead, the material displayed a high and low yield behavior prior to hardening. Notably, the post-yield hardening rate remained constant despite varying the temperature. In general, the upper yield stress and flow stresses at the same strain levels increased with decreasing temperature. An opposite effect was observed for ultimate stress wherein the ultimate stress increased with increasing temperature. This is most likely due to the higher ductility at higher temperatures.

In all cases, the material underwent brittle fracture at high strain rate. Each of the specimens failed within the gage section but maintained a circular cross section with no signs of necking.

This study serves as a first look into the dynamic temperature dependent tensile properties of soft ferromagnetic alloys such as Fe-Co-2V.
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Non-monotonous strain rate dependence of yield stress for tungsten heavy alloy
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Abstract. In this work, the mechanical behavior of a tungsten heavy alloy is investigated under tensile loading over a strain rate range from approximately 10^-3 to 10^3 1/s. In the strain rate regime around 10^3 1/s, the material response to compressive loading is tested as well. In tension, we find roughly constant true failure strains between 0.07 and 0.11, while no failure occurs in compression. For the strain rate dependence of the yield stress, a non-monotonous behavior is observed, exhibiting maximum values around 10^3 1/s. The unexpected negative strain rate sensitivity above 10^2 1/s is addressed by discussing thermal softening and dynamic strain aging as two possible explanations.

1 Introduction

In order to establish predictive modeling capabilities for crash and impact scenarios, the behavior of the involved materials has to be studied under the appropriate high rate loading conditions [1]. Generally, transient dynamic deformation is often linked with a simultaneous increase of temperature due to adiabatic heating as a consequence of plastic work. Hence, it can be quite difficult to distinguish between rate and temperature effects when material strength and failure are investigated. A well known example for this issue is a (partial) compensation of strain rate hardening by simultaneous thermal softening in metals [2].

Tungsten heavy alloy (WHA) is a material that has to sustain high-rate impact loading in certain applications [3]. In this composite material, a high density is achieved by its major constituent tungsten (W) that contributes usually above 90% weight percent. Embedding these W-grains in a metal alloy matrix creates a much larger ductility than in pure W. A particular microstructure of this metal composite is produced by liquid-phase sintering and subsequent heat treatment and swaging processes [4-6]. The abundance of W leads to comparatively large W-grains (several tenths of µm) either in direct vicinity to each other or separated by smaller matrix regions. Thus, both W-W and W-matrix interfaces exist in this material. In addition to the distribution of these interfaces, the shape of the W-grains determines the meso-structure of WHA, and consequently, its macro-mechanical properties.

The motivation for performing material characterization experiments with WHA is to develop and enhance constitutive models for numerical simulations, which are capable of describing the mechanical behavior of this material over a wide range of strain rates. For the sake of simplicity, a homogenous and isotropic material model is favored. This means that the composite nature of WHA and its consequences for the strength and failure behavior have to be included into a homogenized description. Whether or not such a numerical model is capable of properly predicting the response of WHA to different loading scenarios has to be tested by comparison to experimental data. For this model validation, thorough material testing over an appropriate region of loading conditions and strain rates is necessary, since the complexity of the meso-structure of WHA might result in unexpected mechanical behavior.

The scope of this work is to investigate the strain rate dependence of strength and failure in tension of a WHA material of the tungsten-nickel-cobalt (W-Ni-Co) type. Moreover, a comparison of tensile and compressive loading at elevated strain rates is performed. For that purpose, tensile tests at two different strain rates, Split Hopkinson Tension Bar (SHTB) tests, and Split Hopkinson Pressure Bar (SHPB) tests, are conducted. First, the experimental aspects and the derivation of the true stress vs. true strain curves are discussed. Then, we present the resulting curves and the obtained strain rate dependence of yield stress and failure strain. Finally, effects of thermal softening and dynamic strain aging [7] are discussed in order to find a possible explanation for the observed non-monotonic strain rate dependence of the yield stress.

2 Experimental

All samples were machined from identical cylindrical rods. Due to the swaging process a possible inhomogeneity of the W-grain-matrix meso-structure can occur (see for example [8]). This means that in axial and radial direction, but also with changing distance from the middle of the rod, differences in mechanical properties might be present. In order to ensure that the same meso-structure is investigated in the different experimental techniques, all samples exhibit rotational symmetry and were extracted in axial direction along the center axes of the cylindrical rods. The sample geometries are shown as insets in Fig. 1 and Fig. 2.

In all tensile tests, the gauge area was cylindrical with a diameter of 5.0 mm and a length of 30.0 mm. The quasi-static (QS) tensile tests were performed on a hydraulic testing machine with a velocity of 0.08 mm/s
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resulting in a mean technical (nominal) strain rate of \(2.7 \times 10^3 \text{ 1/s}\). In these QS measurements, the engineering strain of the sample results from measuring the extension of the sample with a clip gauge exhibiting a gauge length of 10 mm and an effective measurement range of 5 mm. The force was measured with a load cell with a maximum range of 250 kN. The mechanical motion of the piston was detected with a linear variable displacement transformer (LVDT).

Medium rate tensile tests (velocity of 800 mm/s and nominal strain rate of 27 1/s) were performed on a high-speed hydraulic testing machine. Here, the engineering strain was measured optically with a digital high-speed-camera (rate of 75,000 frames per second and a resolution of 152 x 768 pixels) on the surface of the specimen. The specimen strain has been calculated by relating the overall elongation to the initial length \(l_0 = 27 \text{ mm}\). The engineering stress in the medium rate tensile tests is obtained by force measurements with a piezo-electric force sensor (with a calibrated force of 35 kN) divided by the initial section. The detection of the piston position is identical to the quasi-static test setup.

The SHTB specimens were tailored cylinders with a gauge length of 3 mm and a diameter of 4 mm in the gauge section. At its ends, the sample was threaded into the titanium bars with M16x1.5 threads. The force was measured at 4 MHz with four strain gauges 300 mm away from the specimen. The measured voltage change on strain gauges was converted into force using calibrated load cells to increase traceability and remove additional uncertainties. The force was then divided by the measured area before testing to determine the technical stress. The strain was measured locally on the gauge length of the specimen using high-speed imaging and Digital Image Correlation (DIC). The camera took images at 442,105 frames per second with an image size of 256 x 64 pixels. The DIC followed two points as close as possible to the failure point. Very little necking was observed and failure propagated very quickly through the specimens.

Pressure tests at high strain rates were carried out at a Direct Impact Hopkinson Pressure Bar facility (DIHPB). The DIHPB setup differs from a classical SHPB setup in having no incident bar. An accelerated striker bar directly impacts the specimen and generates a compressive stress pulse (see [9,10] for detailed description). Cylinder specimens with a height of 2 mm and a diameter of 2 mm were used. The technical strain rates calculated from the initial impact speed of the striker bar divided by the specimen height ranged between 2000 1/s and 3000 1/s. The force signal was measured via a PVDF sensor attached on the tip of the output bar (accuracy of measurement \(\pm 3\%\)) between sample and bar. A PVDF sensor is basically a piezoelectric film that is a very thin and flexible electromechanical transducer which can convert about 12 % of mechanical energy into electrical energy. For redundancy, a second force signal was measured on the basis of a strain gauge on the transmitter bar (positioned in 1500 mm distance from the location of impact). This strain measurement allows calculating the force signal on the basis of the elastic response of the transmitter bar. The longitudinal deformation of the specimen was measured optically using a high-speed camera system that tracks the movement of two black-and-white edges attached to the tips of striker bar and transmitter bar. The engineering strain was calculated by dividing the specimen deformation by the initial specimen height.

From the resulting stress vs. strain data, the true stresses \(\sigma_{\text{true}} = \sigma_{\text{ech}} \cdot (1+\epsilon_{\text{ech}})\) and true strains \(\epsilon_{\text{true}} = \ln(1+\epsilon_{\text{ech}})\) were calculated for all experimental techniques.

3 Results and Discussion

Fig. 1 displays exemplary true stress vs. true strain curves under tensile loading. The strain rate range of the tensile tests and SHTB experiments spans from roughly \(10^{-3}\) to almost \(10^3\) 1/s. The presented curves show that a constant flow stress is realized until tensile failure. Hence, there is basically no visible strain hardening in tension for these deformation rates. However, since strain rate and temperature can vary by some degree during such plastic deformations, there is also the theoretical possibility of a cancelation of hardening (strain and strain rate increase) and softening (temperature increase) effects. Considering the observed almost ideally plastic behavior, such a cancellation for each of these three different strain rate domains seems unlikely. Consequently, this data is described within a simplified elastic-perfectly plastic model for the consideration of yield stresses. For the QS tensile test and the SHTB data, the shape of the curves in Fig. 1 makes this a reasonable simplification. The medium rate tensile tests (blue curve in Fig. 1a)) show some oscillations due to vibrations of the experimental setup, so that observing small deviations from this model might be hindered. Substantial hardening or softening, however, would be clearly visible even with these oscillations.

A comparison of the observed behavior in Fig. 1 with literature on other types of WHA-compounds shows that the almost perfectly constant flow stress until tensile failure is quite unique for such a large strain rate range. For example, Scapin [11] finds hardening with increasing strain for strain rates from \(10^{-3}\) to \(10^3\) 1/s. Moreover, Weerasooriya et al. [12] first observe an almost constant flow stress until failure for the range between \(10^{-4}\) and \(10^{-1}\) 1/s and then find significant softening with increasing strain at a strain rate of 750 1/s. Additionally, the tensile tests presented in Rohr et al. [13] show a moderate hardening at \(10^{-2}\) 1/s, which for higher strain rates gradually transforms to a constant flow stress at \(10^{-1}\) 1/s. Consequently, a large variety of mechanical behavior of different WHA-compounds is found in literature, which shows that drawing conclusions from investigations of one type of WHA for a different type can be troublesome.

The exemplary compressive true stress vs. true strain curve from the SHPB data displayed in Fig. 2 shows that the above discussed simplified elastic-perfectly plastic model is acceptable up to a true strain of approximately
0.2. Beyond that there appears to be softening, but possible barreling of the samples makes a definite statement difficult. As for the medium rate tensile test in Fig. 1a), oscillations of the experimental system are present and limit the experimental accuracy. Nevertheless, a careful comparison to the tensile data up to true strains of 0.1 seems possible. As for the tensile loading, different behavior under compression is observed in literature [11, 14, 15] for different WHA-compounds.

In each of the exemplary curves in Fig. 1 and Fig. 2, a straight thick line marks the true stress value, which is interpreted as the yield stress. The accuracy of determining this value within the assumed simplified elastic-perfectly plastic model is considered in the given error estimate (dashed thin line). In Fig. 3a) the obtained yield stress values and corresponding error bars are presented as a function of strain rate. From the QS tensile tests at a strain rate of roughly $10^3$ 1/s to the medium rate tensile tests in the range of $10^1$ 1/s, a large increase of the yield stress is observed. Then, going to larger strain rates around $10^3$ 1/s, the yield stress values decrease again. This unexpected non-monotonous strain rate dependence of the yield stress has (to the best of our knowledge) not been observed in literature so far (some examples are given in [11-15]).

Comparing the yield stresses around $10^3$ 1/s for true strains up to approximately 0.1, there is no significant difference for tensile and compressive loading (within the experimental accuracy). For failure strains, the situation is very different. Since none of the SHPB experiments led to material failure, a quantitative comparison is not possible. It can only be stated that the compressive failure strain is much larger than the tensile strain to failure. The latter is shown as a function of strain rate in Fig. 3b) for all conducted tensile and SHTB tests. Considering the experimental scatter of the data points, a roughly constant true tensile failure strain is observed for strain rate variations in the investigated regime of $10^{-3}$ to $10^3$ 1/s.

Since usually an increase of the yield stress is expected with increasing strain rate for metals, the question arises how the surprising non-monotonous strain rate dependence of the yield stress, shown in Fig. 3a), can be explained. One possible explanation is thermal softening due to adiabatic heating, which commences somewhere around strain rates of $10^2$ 1/s. However, the presence of a strong thermal softening should be visible in the shape of the presented curves, so that with increasing strain beyond the onset of plastic flow, the stress values should decrease. Especially the almost perfectly constant true stress for true strain values from 0.01 to 0.08 in the SHTB data (Fig. 1b)) stand in stark contrast to this expectation. The presence of an almost perfect compensation of thermal softening by strain and/or strain rate hardening over this entire strain interval appears unlikely.

A second possible explanation of a negative strain rate sensitivity is dynamic strain aging, which is the origin of the Portevin-Le Chatelier effect [7]. Both the
characteristic serrated flow and a negative strain rate sensitivity have been reported for different WHA-materials [15–18]. However, these effects appear in those studies within an interval of elevated temperatures and at much lower strain rates. Thus, it is not the same situation as found in this work. Nevertheless, the existence of dynamic strain aging in the material investigated here, which causes an onset of a negative strain rate sensitivity at strain rates beyond $10^2$ 1/s, is generally possible. In this scenario the absence of serrated flow in the curves within the regime of negative strain rate sensitivity would have to be explained somehow. If such serrations exhibited an amplitude larger than 1 kN and occurred on a time scale larger than 250 ns, they should be observable in the employed SHTB setup.

Fig. 3 Strain rate dependence of the yield stress (panel a)) and the true tensile fracture strain (panel b)). The determination of the yield stress values is shown in Fig. 1 and Fig. 2.

Conclusion

A tungsten heavy alloy (WHA) material of the tungsten-nickel-cobalt type was investigated with tensile tests, Split Hopkinson Tensile Bar (SHTB) tests, and Split Hopkinson Pressure Bar (SHPB) tests. Under tensile loading, we find true stress vs. true strain curves that exhibit an almost perfectly constant flow stress until failure. Thus, these curves are approximated by an elastic-perfectly plastic model. For the SHPB data, this approximation is acceptable up to true strains of 0.2. Comparing SHTB and SHPB tests, much smaller failure strains are observed in tensile than in compressive loading, in which no failure occurred up to strains of 0.9. Moreover, almost constant tensile failure strains were found in a strain rate region from $10^{-3}$ to $10^1$ 1/s. In the same strain rate regime, the yield stress values show an unexpected non-monotonous variation. Initially, the values rise from approximately 1600 MPa at strain rates around $10^{-2}$ 1/s to roughly 2300 MPa at around $10^1$ 1/s and subsequently decline towards 2000 MPa at strain rates around $10^3$ 1/s. As possible explanations for this negative strain rate sensitivity above $10^2$ 1/s, thermal softening and dynamic strain aging are discussed. A definite conclusion, however, cannot be drawn at this point, since the curves around $10^3$ 1/s lack the characteristic features of both discussed effects. Further experimental studies including microstructure analysis of this particular WHA material will have to clarify this interesting finding in the future.
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Abstract. Recently, cryogenic machining of difficult-to-cut alloys has been adopted to increase tool life and improve the machined components surface integrity. Numerical models of cryogenic machining are being developed to evaluate the influence of the different process parameters. Up to now, their calibration in terms of material flow stress is fulfilled using data at conventional temperatures, whereas the material sensitivity to temperatures lower than the environment one should be taken into account. To this regard, the paper objective is to present material data, obtained through a Split Hopkinson Tension Bar setup at cryogenic temperatures and high strain rates to properly calibrate cryogenic machining numerical models.

1 Introduction

Nowadays, cryogenic machining of the so-called difficult-to-cut metal alloys appears more and more to be the best way to reduce the tool wear and to increase the part in-service performances [1]. The former is fulfilled thanks to the drastic reduction of the cutting temperature, which, in turn, limits adhesion and diffusion wear phenomena to a great extent [2]; whereas, the latter is usually achieved thanks to the attainment of machining-altered layer characterized by ultra-fined microstructure and compressive residual state of stress [3]. The influence of the cutting parameters and of the layout of the liquid nitrogen delivery system can be evaluated by means of either machining trails or numerical simulations. While the former are costly and time-consuming, the latter are still far from being an established procedure due to the difficulties that can be encountered in calibrating the numerical models devoted to machining operations. Attempts for the numerical modelling of cryogenic machining have been done recently, as in [4] and [5] where flow stress data of the workpiece material were coupled with microstructural features evolution to give a proper description of the machined surface integrity. Usually, flow stress data for machining simulations are gained from tests carried out at elevated strain rate values, being the latter relevant to cutting operations, making use of either tensile or compressive testing apparatuses, such as the Split Hopkinson Tension or Pressure Bars at dynamic regime (see [6] and [7]). Most of these tests are carried out at room temperature, in some cases at higher temperatures to account for the cutting temperature increase, but none at sub-zero temperatures that the workpiece surface encounters during cryogenic machining. However, at very low temperature this kind of dynamic tests remains challenging and only few data are available in the open literature.

The objective of this paper is then to analyse how the material behaviour of a Ti6Al4V titanium alloy, in terms of flow stress and strain at fracture as well as surface fracture features, is affected when loaded at sub-zero temperatures and elevated strain rates. For sake of comparison, quasi-static tests were carried out with a strain rate of 0.008 s\textsuperscript{-1} at room temperature.

2 Material and experimental procedures

2.1 Material under investigation

The material used in this study is a Ti6Al4V titanium alloy supplied in form of 1 mm thick sheets. The sheets were provided in annealed condition, characterized by an equiaxed $\alpha + \beta$ microstructure. According to the supplier’s specification, the chemical composition of the Ti6Al4V alloy is reported in Table 1.

| Table 1. Chemical composition of Ti6Al4V (%wt). |
|-----------------|---|---|---|---|---|---|---|
| Ti              | Al | V  | Fe | O  | C  | N  |
| Balance         | 6  | 4  | <0.3 | 0.2 | <0.08 | <0.07 |

2.2 Split Hopkinson Tension Bar tests

To characterize the material behaviour at high rate of strains, experimental tests were carried out using a Split Hopkinson Tension Bar (SHTB) apparatus. During the test, the sheet specimen is sandwiched between the incident bar and the transmitter bar; a tensile load is produced by the release of a pre-stretched load at the free
end of the incident bar. More details about the experimental procedure and analytical technique used to evaluate the dynamic mechanical response of the impacted specimens are presented in [8]. To match geometrical/material properties of the bars and the strain rates attended in this study, the shape of the specimens was accurately designed by means of analytical approaches [8].

Fig. 1 shows the drawing of the specimen used in this study. The specimens were laser cut from the as-received sheet along the rolling direction.

Tests were performed at different strain rates and temperatures. In particular, strain rate values of 200 s\(^{-1}\) and 1000 s\(^{-1}\) were chosen as representative of machining processes, while the temperature was varied from 25°C to -150°C at steps of 50°C. In order to achieve sub-zero temperatures, a refrigeration chamber was specifically designed. The chamber is composed of an upper part and a lower part, in which both the cylindrical bars and the sample are located in between. K-thermocouples are spot-welded on the surface of the tensile specimen to measure the temperature during tests.

The experimental procedure adopted for sub-zero testing consists of the following three stages:

1. The lower part is placed below the connectors/bars set and the liquid nitrogen is completely spilled in. Then, the upper part is positioned over the lower part and a locking system assures the contact of the two parts. Five minutes of contact with the liquid nitrogen assures the specimen temperature to be close to -195°C.

2. The upper part is removed with the temperature still controlled by heat exchange with the environment. A mechanism is used to discharge the liquid nitrogen so that the connectors/sample set is no more immersed into the liquid nitrogen.

3. When the desired testing temperature is reached, the test is launched and data are collected.

The aforementioned three stages are schematically described in Fig. 2, while images of the experimental apparatus are reported on Fig. 3. From the latter, it can be seen that the refrigeration chamber is large enough to ensure a constant temperature in the environment of the specimen. It is supposed that a homogeneous temperature is obtained at the gauge area of the specimen thanks to its reduced dimensions. However, this information cannot be checked since the thermocouple is bonded at the surface of the specimen. It is also worth adding that the actual temperature during the test cannot be measured due to the very short time at break (less than 1 ms).

Normally, a set of 3 tests was performed for each testing condition to ensure an acceptable repeatability of results and highlight possible material data dispersion at the same time.

For sake of comparison, quasi-static tests were carried out on a ElectroPuls™ Instron E3000 machine with a strain rate of 0.008 s\(^{-1}\) at room temperature.
2.3 Characterization after SHTB tests

After SHTB tests, the specimens fracture surface was analysed by means of a FEI™ QUANTA 450 Scanning Electron Microscope (SEM) using the Secondary Electron (SE) probe. Images at different magnifications, namely 5000X, 2000X and 1000X, were acquired. Low magnification images of the fracture surfaces were acquired by SEM and the area was accurately measured by means of the length tool of the microscope.

3 Results and discussion

3.1 True stress–strain curves and strain at fracture

In this section, the Ti6Al4V mechanical behaviour is presented with respect to different strain rates and temperatures. The flow stress relations are obtained using David™ software [9] on the basis on the governing equations mentioned in a previous paper [10]. For all the conditions, it is assumed a Poisson’s coefficient of 0.34 and no visco-elasticity effect is considered.

Fig. 4 reports the effect of strain rate on the flow stress at room temperature. The tensile tests performed under dynamic conditions showed higher values of the fracture strength compared to the flow stress under quasi–static conditions, confirming the strain rate hardening effect at elevated strain rates. It is worth noting that the changes of the tensile tests strain rate do not influence significantly the elastic modulus of the investigated material: Young’s modulus is 80 GPa in quasi–static conditions and close to 90 GPa under dynamic loadings. However, in the latter case, the elastic modulus cannot be accurately confirmed [11].

Fig. 3. SHTB experimental setup apparatus: a) setting of the testing temperature in the refrigeration chamber; b) configuration after testing.

Fig. 4. Ti6Al4V true stress–true strain curves as a function of strain rate at room temperature.

Fig. 5 a and b presents the Ti6Al4V true stress–strain curves at strain rate of 200 s\(^{-1}\) and 1000 s\(^{-1}\), respectively, and at temperatures varying from -150°C to 25°C.

Fig. 5. Ti6Al4V true stress–true strain curves as a function of temperature at a) 200 s\(^{-1}\) and b) 1000 s\(^{-1}\).
It can be clearly seen that the flow stress depends on both the strain rate and temperature. Specifically, at a given constant temperature, the flow stress increases quickly at increasing strain rate, while at a given constant strain rate, the flow stress increases gradually at decreasing temperature [12]. For instance, at a fixed true plastic strain of 0.03 and strain rate of 200 s\(^{-1}\), the flow stress increases from 1100 MPa to 1320 MPa as the temperature decreased from 25°C to -150°C. Similarly, at the highest strain rate of 1000 s\(^{-1}\), the flow stress increases from 1210 MPa to 1580 MPa. The curves shown in Fig. 6 show that the strain rate governs not only the flow stress, but also the fracture strain.

**Fig. 6.** Ti6Al4V strain at fracture as a function of temperature at a) 200 s\(^{-1}\) and b) 1000 s\(^{-1}\).

Specifically, at a given constant temperature, the fracture strain increases for increasing strain rates, but the effect is less significant at the lowest testing temperature. Furthermore, at a given constant strain rate, the fracture strain reduces drastically at decreasing temperature from 25°C to -100°C, even if no sensible difference can be found between -100°C and -150°C. We can then conclude that the strain rate and temperature effect on the strain at fracture is opposite.

### 3.2 Fracture surfaces

Figs. 7 and 8 report the SEM images of the specimens’ fracture surfaces as a function of the strain rate and temperature at two different magnifications. Surface fractures are arranged in dimple-like features regardless of the testing parameters, thus indicating always a ductile fracture mechanism. It should be expected, that fracture nucleates in the area of α phase nucleation, then plastic flow occurs in the areas of β phase – much more ductile, close to α phase areas [13].

**Fig. 7.** Fracture surfaces of the Ti6Al4V specimens deformed at different strain rates and temperatures (magnification 1000X).
The main findings can be summarized as follows:

- The material behaviour is sensitive to both strain rate and temperature. The flow stress increases with increasing strain rate and decreasing temperature. The strain rate and temperature effect on the strain at fracture is opposite.
- The SEM observations of the fracture surfaces show dimple structure indicative of a ductile rupture mechanism regardless of the strain rate and temperature adopted in this study. However, the dimple density increases as the strain rate is increased, while is reduced when deforming at sub-zero temperatures. Actually, at the lowest testing temperature cleavage surfaces are shown.

### References


**Fig. 8.** Fracture surfaces of the Ti6Al4V specimens deformed at different strain rates and temperatures (magnification 5000X).

Fig. 7 a and b presents the fractographies of the two specimens deformed at a temperature of 25 °C and strain rates of 200 s⁻¹ and 1000 s⁻¹, respectively.

The comparison of the two fracture surfaces shows that the dimple density increases at increasing strain rate. Similar tendencies are noted for the other testing temperatures and shown in in Fig. 7b, c and d. On the contrary, the dimple density reduces and the number of flat cleavage planes increases as the temperature reduces. These more brittle features at the fracture surface are indicative of the hardening effects occurred when deforming at low temperatures and are a sign of reduced ductility. These findings are in accordance with the strain at fracture values reported in Fig. 6.

### Conclusion

In this study the effect of the strain rate, up to 1000 s⁻¹, and temperature, in the range between 25°C and -150°C, on the Ti6Al4V mechanical behaviour was investigated.

To this purpose, a newly designed refrigeration chamber was designed to cool down the specimen for sub-zero testing and applied to the Split Hopkinson Tension Bar experimental apparatus.


Investigation of a Severe Plastic Deformation process of structural hardened aluminum grades using a heated direct impact technique to annihilate Adiabatic Shear Bands formation


Abstract. Alloying and thermomechanical treatments are widely used to improve the mechanical properties of metallic materials. This is done by building obstacles that restrict dislocation propagation. Among them, increasing the fraction of grain boundaries via grain refinement [1] [2] is of particular importance and easy to implement. Indeed, the grain size reduction effect can be super-imposed to other strengthening mechanisms such as solid solution, plastic deformation and precipitate hardening.

Conventional techniques to generate Ultra Fine Grain (UFG) by Severe Plastic Deformation (SPD) such as High-Pressure Torsion, Equal Channel Angular Pressing or Multi-Axial Forging have demonstrated their abilities to strengthen materials such as steels, aluminum-based or titanium-based alloys [3].

The plastic deformation of metals and metal alloys remains marked by two important properties, namely the strain hardening rate and strain rate sensitivity. In the dynamic regime, a strain rate sensitivity of the flow stress is observed, which is most often accompanied by a dynamic softening due to a localized deformation within adiabatic shear bands (ASB). Without incorporating additional heat treatment steps, occurrence of ASBs limits further processing and therefore grain refinement.

However, the advantage of using Dynamic SPD in a single step opens new opportunities for material engineering by mastering the different physical parameters (strain, strain rate, temperature) with the help of numerical simulations that gives in-situ information that cannot be obtained experimentally.

To this end, a Dynamic Plastic Deformation (DPD) process based on a direct impact technique has been investigated. This study aimed to evaluate and demonstrate the feasibility of using high strain rate to enhance the mechanical properties via grain refinement under adiabatic condition. Several specimen dimensions have been employed to ensure parametric studies at reduced scales (Ø 19 mm and Ø 40 mm) in order to optimize the conditions of the tests (projectile weight and velocity) at large scale (up to Ø 100 mm). Nickel, copper [4] and aluminum grade materials have been investigated. Strain limitation due to Adiabatic Shear Band (ASB) formation for aluminum grades has initially limited the level of achievable strain. A preliminary heating step helped to overcome those problems [5] and a specific configuration has been developed to get rid of ASB formation during the dynamic process in the intermediate scale (Ø 40 mm).

This paper describes the methodology employed and the numerical works performed during this intermediate scale DPD campaign on three structural hardened aluminum grades (2000 and 6000 series). A post-mortem mechanical behavior and microstructure analysis of the 6000 series has also been done to complete this study by evaluating the induced microstructure and mechanical behaviour after DPD at room temperature or initial hot conditions.

This work was supported by Délégation Générale à l’Armement (DGA) in the framework of the ANR-14-ASTR-0029 “MAUDE” project operated by the French National Research Agency (ANR).

* Corresponding author: hereil@thiot-ingenerie.com, THIOT INGENIERIE
References

Thermomechanical properties of hexagonal close-packed metals under high strain rate loading: a novel approach to diagnostic and full-field measurements of temperature and strain fields

L. Farbaniec*, D.E. Eakins

Abstract. In dynamic and impacts events, metals are often subjected to large deformations and high strain rates. Under these extreme loading conditions, the conventional stress relaxation mechanisms that generally lead to homogeneous plastic deformation are suppressed due to time constraints, and the deformation occurs in the form of localised deformation bands (the so-called adiabatic shear bands). Although the adiabatic shear bands (ASBs) have been studied for many years, the underlying mechanisms of ASB formation are not well understood. This is due to the limited ability of conventional experimental approaches to visualize and quantify this dynamic failure mode. Thus far, a major challenge in studying dynamic and impact problems is capturing crucial data, such as local temperature and strain fields, at the rates and resolutions corresponding to the time and length scales of ASBs formation. Although, the state-of-the-art high-speed cameras are able to capture the early stage of dynamic shear localisation, the corresponding infrared camera technologies are still too slow to measure the temperature fields with required temporal and spatial resolutions.

In this study, we propose a novel diagnostic tool with which a conventional high-speed camera can be used to determine both the full-field strain and temperature fields in the miniaturised test specimens undergoing dynamic shear deformation. The experiments have been performed using a modified split-Hopkinson pressure bar technique for compression testing. However, the geometry of the specimen has been designed such that the shear deformation is promoted and remains stable to large strains at high strain-rates. This approach is based on simultaneous non-contact surface measurements on the test specimens and involves additional sample preparation steps, such as sputter-coating with gold and ink-speckling of the visualized surface of the specimen during the test. The evolution of the temperature fields has been obtained based on the changes in optical properties of gold that occurs as the temperature of the specimen rises with subsequent deformation. This was accomplished by measuring the changes in reflected light from the gold coated surface in the visible light spectrum of interest. The evolution of the strain and strain rate fields has been obtained by Digital Image Correlation (2D DIC) measurements. To this end, the capability of this diagnostic tool to observe the formation of shear bands with sub-micron spatial and sub-microsecond temporal resolutions has been demonstrated on two model hcp material systems (titanium and magnesium alloys). The results showed non-uniform temperature and strain fields in the gage section of the specimen resulting from the applied load. The evolution of temperature and strain fields has been found to vary as a function of strain rate and strain. For example, the investigation of ASB formation in titanium alloys Ti-6Al-4V showed the average temperature rise of at least 200 °C near the deformation bands, and locally above 0.4−0.5T_m. The maximum shear strain and shear strain rate measured by the DIC technique in this experiment was ~0.2 and 4.5x10^4 s^−1, respectively. This novel experimental approach can help to better understand the early stage of ASB formation and provide experimental data for further evaluation of competing mechanisms (i.e., strain-rate hardening vs. thermal softening) on the formation of ASBs in this class of materials.

* Corresponding author: lukasz.farbaniec@eng.ox.ac.uk, University of Oxford
Dynamic properties of honeycomb liner materials Hastelloy X and Haynes 214


Abstract. The efficiency of gas turbines is closely associated with sealing systems between rotor and stator. Most widely used are labyrinth seals with honeycomb liners, which allow for minimum leakage and tolerate rub events. In order to avoid a severe damage of the rotor, the wear during rub-in should only occur on the honeycomb side. The interaction between the blade and honeycomb can lead to strain rates higher than $10^3 \, \text{s}^{-1}$ and temperatures up to the melting point of the material.

Some scholars reported during the rub-in event in abradable seals the formation of a so-called plastic shear mix layer. Bill and Wisander [1] suggested that all the wear-controlling processes occur within this layer. The shear mix layer has a thickness of 10 – 250 μm [2] and consists of very fine recrystallized grains [1]. Bill and Wisander [1] indicated the correlation between the formation of the plastic shear mix layer and the hot-working behaviour as well as recrystallization kinetics of the materials. Marscher [2] proposed that the shear mix layer has “dynamic characteristics” and recommended to study the strain rate behaviour of the materials.

Cremisio and McQueen [3] studied the hot-workability of Hastelloy X at strain rate of 20 $\text{s}^{-1}$ at temperatures from 870 to 1200°C. They reported a ductility peak at 1100°C and decreasing ductility at higher temperatures as result of the grain boundary liquation. Aghaie-Khafri et al. [4] studied hot-workability of Hastelloy X at temperatures 900–1150°C and strain rates of $1 \cdot 10^3$ and $5 \cdot 10^3 \, \text{s}^{-1}$. Hastelloy X has demonstrated a dynamic strain aging at intermediate temperatures. Miner [5] found the solute drag effect at intermediate temperatures. According to Sakthivel et al. [6] Hastelloy X shows a serrated flow behaviour because of molybdenum migration within the matrix at strain rates from $10^3$ to $10^5 \, \text{s}^{-1}$ and at temperatures 200-700°C. They reported activation energy for Hastelloy X of 106 kJ/mol. For Haynes 214 only the mechanical properties under quasi-static loading condition was reported by Deevi [5] and Haynes International [7]. The influence of intermediate strain rates and temperatures on the dynamic properties of both alloys is not investigated yet.

For the prediction of rub-in effect, it is important to understand the dynamic material properties, microstructural changes and the wear mechanisms at high strain rates and high temperatures. However, complex stress, strain and temperature loadings in jet engines hinder the analysis of the main influencing parameters on wear of honeycomb seals. The goal of this research is to study the material behaviour close to the real application conditions of the honeycomb liners. The dynamic properties of the honeycomb liner materials Hastelloy X and Haynes 214 were investigated on foils (0.3 and 0.5 mm) at intermediate strain rates (1, 10 and 50 $\text{s}^{-1}$) and a wide range of temperatures (20-1300°C) using a servo-hydraulic test machine Gleeble 3500. Using the Norton power law the relationship between ultimate tensile strength, UTS, and the strain rate was extrapolated to high strain rates. The activation energy was determined for the temperatures above 1100°C. Moreover, the microstructure examination of the tensile samples was studied using Electron Channelling Contrast Imaging and Electron backscatter diffraction.
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Interplay of temperature, strain rate and orientation: Case study on elevated temperature, high strain rate micromechanical tests on fcc metallic systems

G. Mohanty*, A. Lambai, R. Ramachandramoorthy, J. Michler

Abstract. Testing polycrystalline metals at high strain rates provides an overview of the average plastic deformation of all the grains. While microplasticity is important in such cases (e.g. strain localization, slip transfer, etc.), this phenomenon is mostly studied as a consequence of a performed test and not as a design variable that can be studied systematically. Such tests are interesting as they allow deformation mechanisms to be studied in a systematic manner as a function of crystal orientation, temperature and strain rates. Although it is possible to perform these tests on multiple single crystals with varying crystal orientations, they are expensive and suffer from limited material availability. Consequently, literature data on high strain rate testing exploring the influence of crystal orientation on temperature and strain rate effects is sparse. This has been the state-of-the-art since high strain rate testing has focused mostly at macro length scales.

One way to get around this problem is to perform high strain rate tests at small length scales, especially in the micro regime. A polycrystalline sample can be mapped for grain orientations using electron backscatter diffraction (EBSD) and localized mechanical tests can be performed as a function of temperature and strain rates on different grain orientations. The inherent advantage of this approach is its high throughput nature, obtaining sufficient statistics and avoid sample-to-sample variations. Due to the controlled nature of such tests, the repeatability of microscale tests is excellent as various sources of scatter like grain boundaries, grain size distribution, etc. are eliminated. This work will present application of such an approach using nanoindentation on polycrystalline metallic systems to study the interplay of grain orientation, temperature and strain rate to study the deformation mechanisms. Additionally, the work will also demonstrate reliable extraction of deformation activation parameters – activation volumes, apparent activation energies – to determine the rate controlling deformation mechanisms.

Nanoindentation is an instrumented indentation technique that measures the load and displacement with micronewton and nanometer resolution respectively. This versatile technique is used to study not only hardness and modulus, but it has been adapted for studying various mechanical properties like yield strength, strain rate sensitivity [1,2], stress relaxation [3], fracture, cycling fatigue behavior, etc. In combination with focus ion beam (FIB) milled microstructures, the same technique can be extended to perform micropillar compression and microcantilever bend tests. Its further extension to high temperatures up to 800°C [4] and high strain rates (up to 1000/s) is a relatively recent development and presents an interesting opportunity to undertake systematic studies as a function of crystal orientation.

This work will present the microscale high strain rate tests on two different metallic systems – microcrystalline Cu and nanocrystalline Ni. The rationale for material selection was to start with simple fcc metals, with well understood deformation mechanisms but with different microstructural length scales – Cu sample with grains sizes of ~ 100 µm and nanocrystalline Ni with grain sizes of 30nm. The orientation of the individual grains in Cu was mapped using EBSD and micropillars were fabricated in individual grains (with
varying orientations). The micropillars were FIB milled keeping the height-to-diameter aspect ratio of 3. The micropillar tests in Cu can be considered to be single crystal tests. On the contrary, each micropillar fabricated in nanocrystalline Ni comprised of more than 100,000 grains, resulting in a “bulk test”. No size effects were observed in case of tests performed on nanocrystalline Ni and the engineering stress-strain curves corresponded well to bulk high strain rate data from literature. These tests comprised the validation of the high strain rate micropillar test methodology and data analysis protocols. The Cu micropillars were compressed over wide range of temperatures (25 - 500°C) and strain rates (1e-4/s to 1000/s) to study the interplay of temperature, strain rate and orientation. The emerging trends in this dataset with respect to yield, hardening rate, etc., will be discussed. Extracted activation parameters like activation volume and apparent activation energy for deformation will be discussed in the light of the operative deformation mechanisms in both the metallic systems. It is hoped that this study will pave the way for more such tests on different material systems and will advance our understanding of micro-plasticity at small length scales.

References

Micromechanical exploration of the combined effects of high strain rate and high temperature: A novel experimental technique


Abstract. Smaller is stronger. A well-known statement used to explain the fact that when the size of sample is reduced to micro- and nano-levels, their physical properties are enhanced. Nevertheless, after half a decade of intense research, the mechanical properties of metals, ceramics and other materials, in general, at the micro- and nano-scale are only known at quasi-static strain rates[1] and nominal temperatures,[2] despite being used in applications under extreme conditions. Thus, there is a lack of mechanical and metrological capabilities for the assessment of deformation and failure of micro- and nano-scale materials at high strain rates and extreme temperatures. This also directly affects the society and business world, since even with extreme levels of miniaturization in electronics which are being used in modern gadgets, there is still a lack of research on the robustness of such miniaturized components under both time-dependent and impact-dependent (accidental drop, vibrations) conditions.

Specifically, silicon is a ubiquitous material with applications in a plethora of small scale electronics that use micro electromechanical systems (MEMS) based devices.[3] Till date, the only experimental data available on them in the micro and nano scale is at quasi-static strain rates up to 0.1/s.[4] On the other hand, there are several atomistic simulations that are able to identify the nanomechanical properties of silicon at very high strain rates at ~10^5/s or higher.[5] Unfortunately, these simulations cannot be validated due to the absence of experiments at such high strain rates. Thus, until now, a true one-to-one comparison between experiments and MD simulations has not been possible, thus motivating the development of experimental platforms that can close this gap in knowledge.[6]

Macroscale dynamic mechanical testing of materials as a function of strain rate above ~100/s is a well-established field, which traditionally uses specialized equipment such as Kolsky bars, split Hopkinson bars and plate impact testers for conducting the experiments. Unfortunately, as mentioned earlier, micromechanical testing has been limited to strain rates below ~0.1/s[7] and even fewer literature data is available for the combination of high strain rate and high temperature testing at this small scale. This limitation in strain rate is due to the fact that conducting micromechanical testing at such an extreme combination of strain rate and temperature requires a testing system capable of high speed actuation and precise displacement, and load sensing with microscale resolution, while simultaneously capable of heating the sample and the tip to high temperatures up to 800°C[2]. Also, in commercially available microscale testing systems, there are hardware limitations such as low resonance frequencies and low bandwidth data acquisition/control electronics that prevent testing at strain rates beyond 0.1/s. These are the main reasons behind the unknown mechanical properties of microscale materials at high strain rates.

This presentation will report, for the first time, a piezo-based experimental setup,[8] protocols and testing methodology for conducting high strain rate in situ micropillar (of gage length ~25um) compression testing inside a scanning electron microscope at rates up to ~400/s and at temperature ranges between room temperature and 800°C. This will also include the calibration protocols developed to protect the piezo actuators and sensors from damage due to thermal conduction and radiation. This will render the polarization

* Corresponding author: rajaprakash.ramachandramoorthy@empa.ch, Empa - Swiss Federal Laboratories for Materials Science and Technology
and consequently the piezo-constants to be immune to changes in sample temperature. The strain rate achieved in this study is an increase of approximately three orders of magnitude compared to the current state-of-the-art micromechanical testing. There are several benefits associated with microscale mechanical testing at these harsh loading conditions including higher strain rates due to smaller sample size, lower thermal drift, lower magnitude of inertial contributions and faster stress wave equilibration times.[9] So intrinsically, exploring the high strain rate mechanical properties at the microscale could potentially be more advantageous compared to their macroscale counterparts.

As a case study, single crystal silicon micropillars tested in situ at high strain rates up to ~400/s and temperatures of 600°C in a scanning electron microscope will be presented. The stress-strain response of silicon micropillars at strain rates across 6 orders of magnitude will be presented as a function of pillar size from 3.4µm to 8.6µm and a temperature range between room temperature and 600°C. At high temperatures, a ductile-to-brittle transition in failure mode can be seen in silicon micropillars as the strain rate is increased from quasi-static to 400/s. The current study will be compared against a previous study where identical silicon micropillars were tested as a function of temperature from room temperature to 500°C but at quasi-static strain rates. This comparison will be used to show that increasing the strain rate by one order of magnitude is equivalent to cooling down the silicon micropillars by ~70°C. Finally, there will be a discussion on the atomistic mechanisms behind the deformation behavior of silicon micropillars via the extracted parameters of strain rate sensitivity and activation volumes.
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Fast X-ray imaging as a diagnostic tool for high temperature high strain rate loaded materials


**Abstract.** In the field of high strain rate plastic flow and failure investigation, fast imaging is a major tool for tracking and visualization of damage evolution. High speed imaging and Digital Image Correlation (DIC) are widely used to characterized the surface pattern motion of the sample. These tools are inherently limited to the surface behavior and to the surface image quality. In situ X-ray radiography can supplement surface measurements by probing into the bulk material and thus allow to investigate inner damage evolution. Temperature is known as a significant factor influencing mechanical and damage behavior. We suggest using fast X-ray real time imaging as a diagnostic tool to study this influence in high-rate, high temperature experiments.

Based on our new SHPB system installed at the European Synchrotron Radiation Facility (ESRF), which was developed for dynamic X-ray imaging, we aim at adding a temperature control system. We plan to incorporate it into our future ESRF beam time proposal. This new Split Hopkinson Pressure Bar (SHPB), equipped with traditional strain gages diagnostic, is situated at beamline ID19 – ESRF Grenoble, to facilitate real time X-ray radiography imaging. Its high spatial and temporal resolution enables deep damage and failure development tracking. Careful synchronization of all signals enables good matching between traditional stress-strain measurements and radiography. The flexible system design allows a wide range of experiments such as conventional compression tests with 1/2" steel or aluminium bars or 1/4" steel bars and direct impact for higher strain rate experiments.

We will present some of our recent experiments results at the ESRF to demonstrate the capabilities of the system: shear failure of Ti-6Al-4V (AM vs. conventional material), concrete failure under compression, and Al2O3 cracking*. Expected benefit of phase contrast used in the X-ray radiography when compared to surface imaging is high spatial resolution that is less affected by the sample temperature. The high temporal resolution is expected not to be affected by the sample temperature at all.

*part of these experiments were carried out under European Synchrotron Radiation Facility granted beam time in the frame of long-term proposal MI1252.
On the impact behavior of aluminum alloy AA7020-T6

C. C. Roth *, T. Fras and D. Mohr

Abstract. High strength 7xxx series aluminum alloys are being increasingly considered in high performance structures due to their superior specific strength compared to 6xxx series alloys. The present focuses on the impact behavior of an AA7020-T6. Ductile fracture experiments ranging from shear to biaxial stress states are carried out on 1mm thick sheet samples at low (0.001/s), intermediate (1/s) and high (> 1000/s) as well as temperatures ranging from room temperature to more than 180°C. Both optical and infrared high speed measurements are used to observe the specimens during the test. While the material exposes a negligible (partially negative) strain rate sensitivity at room temperature, a strong positive strain rate hardening is observed at elevated temperatures. The material microstructure is analyzed using electron-backscatter diffraction (EBSD) pre and post mortem for shear and biaxial stress states. The results from the comprehensive experimental program are used to calibrate a strain rate and temperature dependent plasticity and fracture model. Impact experiments with differently shaped MARS300 impactors are performed on 4mm thick AA7020-T6 plates and different fracture mechanism are observed. Numerical simulations of the impact event using the aforementioned modelling approach are preformed and compared to the experimental results.
Fracture of Dual Phase Steel under Extreme Loading Conditions: Experiments and Simulations

X. Li *, C. C. Roth, D. Mohr

Abstract. There has been an ongoing quest to determine the strain to fracture for sheet metals for a wide range of stress states, strain rates and temperatures. Good results have been obtained for slow, intermediate and high strain rate conditions, while a high degree of uncertainty remains at high temperatures. In the present work, a recently developed induction heating system is used to examine the material response of a dual phase steel DP780. Temperature experiments ranging from 25°C to 1000°C at different strain rates in an attempt to shed some light on the material response under these conditions. Low (0.001/s) and intermediate (~1/s) strain rate experiments are performed on a hydraulic universal testing machine, while high strain rate tests (~1000/s) are carried out on a modified split Hopkinson pressure bar system. Planar digital image correlation as well as (high speed) infrared imaging is used to access the surface strain and temperature fields. A (counterintuitive) non-monotonic temperature response is identified that cannot be captured by classic modelling approaches such as Johnson-Cook. A visco-plastic rate and temperature dependent plasticity model based on a recently developed machine learning approach with combined Swift-Voce strain hardening is calibrated based on the response of the tested materials. The loading histories of the simulations are extracted, identifying the ductility as a function of stress state, strain rate and temperature.
Thermomechanical behavior of UHMWPE during Cold-spray process

C. Bernard*, K. Ravi, K. Ogawa, O. Lame, J.-Y. Cavaillé

Abstract. During the last decades, additive manufacturing processes gain of lost of interest from the material sciences and engineering communities thanks to their abilities to use native powder, reduce the material consumption, elaborate complex geometry at low cost... Among them, the interest in Cold-Spray (CS) process comes from that the particles are not melted and remain in a solid-state throughout the whole process. It is commonly used to repair structures and perform coating using materials which are difficult to manufacture otherwise. Cold-spray process consists in the high velocity impact of micrometric particles which are accelerated through a De-Laval nozzle using a pressurized heated gas. Because of the impact, the particle will deform plastically and adhere onto the substrate to obtain a coating. During the process and under the gas effect, the particles heat-up (but remain below their melting temperature) leading to a thermal gradient inside the particle [1]. Moreover, due to the high-velocity impact of the particle onto the substrate, between 100 and 400 m.s⁻¹, the particles undergo important self-heating. The process was initially developed for metallic materials but was recently extended to polymers [2], especially ultra-high molecular weight polyethylene (UHMWPE). However, the obtained coating exhibits a rather porous microstructure reducing the excellent wear and impact properties of UHMWPE. It is due to the important viscoelastic behavior of the polymer below its melting temperature.

To improve the process, better understanding of the particle deformation mechanisms is needed. During the polymer plastic deformation, important evolution of the microstructure is observed. In absence of loadings, the polymer microstructure consists in regular stacking of crystalline lamellae and confined amorphous phase. Because the important molecular weight of UHMWPE, the very long macromolecular chains can belong to both crystalline lamellae structure and amorphous confined phase. During the material deformation, fragmentation and fibrillation of the crystalline lamellae and elongation and recrystallization of the amorphous chains are observed leading to a reorganization of the microstructure [3]. Thus, the different crystalline blocks size acts as entanglement nodes within the amorphous microstructure delaying the flow of the polymer. To predict such behavior, the numerical model should take into account the evolution of microstructure from crystalline structure to fibrillar one during the plastic deformation of the material. To predict the thermomechanical behavior of UHMWPE in order to improve the UHMWPE coating formation during CS, Bernard et al. [4] recently developed a three-dimensional numerical model able to report the evolution of microstructure observed during the plastic deformation of the polymer. The model is based on (i) a repartition of strain according to the crystalline ratio \( \phi \)

\[
F = F_a^{(1-\phi)} F_c^\phi
\]  

where \( F \) is the deformation gradient and the subscript ‘a’ and ‘c’ represent respectively the confined amorphous phase and the crystalline lamellae, and (ii) an evolving mechanical coupling between the crystalline lamellae and the amorphous confined phase.
\[ F_c = (F_f)_{\zeta} \]  

where the parameter \( \zeta \) representing the mechanical coupling evolves during the plastic deformation of the crystalline lamellae.

Predicting results in agreement with the uniaxial compressive loadings at different strain rates and temperatures, this three-dimensional numerical model has been implemented in the finite element software ABAQUS/Explicit to simulate high velocity of the particle onto the substrate. The approach used to simulate the cold-spray process consists in a three-step approach: (i) influence of the gas temperature and pressure on the polymer particle thermal and velocity history is investigated, (ii) according to the evolution of the gas temperature \[2\], the temperature gradient inside the particle is simulated, (iii) according to steps (i) and (ii), high-velocity impact of the polymeric particle onto the substrate is performed.

First results of the particle thermal gradient during cold-spray highlighted a difference of around 15°C between the particle core and its surface for 60 µm diameter particle. In the other hand, high-velocity impact simulations, at 150 m.s\(^{-1}\) and 500 m.s\(^{-1}\), of polymeric particle at room temperature (homogeneous temperature of the particle) shows important local plastic deformation (around 100% in less than 1 ms). It results of an important self-heating of the particle because of the impact.

References

1. Bernard et al., Influence of the gas pressure and gas temperature of the in-flight polymer particle history during Cold-Spray: Effect of non-continuous nozzle, on going
2. Ravi et al., Development of ultra-high molecular weight polyethylene (UHMWPE) coating by cold spray technique, Journal of Thermal Spray Technology 24(6), 2015
3. J. Defebvin et al., In situ SAXS/WAXS investigation of the structural evolution of poly (vinylidene fluoride) upon uniaxial stretching, Polymer 84, 2016.
Microstructure prediction in high strain-rate deformation of Al6063-O using artificial neural network and finite element analysis

C. Montenegro*, J. Osorio, J. Casas, S. Abolghasem

Abstract. The final microstructure of materials under interactive effects of critical elements of deformation: strain, strain-rate, and temperature, often follows complex trajectories. Capturing the existing process–structure linkages is fundamental for controlling product outcomes, yet it calls for establishing the constitutive relationships that describe material behavior. In this paper, backpropagation Artificial Neural Network (ANN) is proposed for microstructure prediction in different deformation ranges. Quasi-static universal testing apparatus, Drop Weight Impact Tester (DWIT), and Split Hopkinson Pressure Bar test (SHPB) are performed to study the microstructure response (grain size) in low strain and high strain-rate regimes at elevated temperature. Next, Plane Strain Machining (PSM) is performed to probe the resulting microstructure (subgrain size) for the high strain, high strain-rate and the accompanied temperature rise conditions. Two ANNs are established to predict microstructure responses, grain and subgrain sizes, in low and high strain regimes, respectively. Additionally, the results obtained from the low strain regime are used to calculate the Johnson-Cook (J-C) material constants which are incorporated in the finite element (FE) simulation along with the ANN, to obtain microstructure response (subgrain size) for PSM. The performance of the ANNs and the FEM are evaluated using statistical indices. The comparative assessment of the model’s outcomes indicates close agreements with the experimental results in both low- and high-level deformations. The accurate predictions from PSM conditions can potentially be applicable for microstructural prediction of the machined surface.
Thermal softening and rate sensitivity of bcc metals: experiments and mechanism-based modeling

K. T. Ramesh*

Abstract. The temperature-dependent rate sensitivity of metals is obviously related to dislocation motion within the metal, and there have been a variety of experimental and theoretical works that have examined this behavior. The vast majority of these works have examined face-centered-cubic (fcc) metals, but a significant number of efforts have also considered body-centered-cubic (bcc) metals over the last three decades. This paper examines the available data on several bcc metals (including vanadium, tungsten and tantalum) at high rates and high temperatures, and presents high strain rate experiments conducted in the compression Kolsky bar, the torsional Kolsky bar, and using the high strain rate pressure-shear plate impact technique. We then present a mechanism-based approach to developing a general constitutive model for such metals with the specific intent of accurately capturing the response at high strain rates and low homologous temperatures. The model is based on an approximation of the traditional kink nucleation mechanism for the motion of screw dislocations. The predictions of the model are compared with the results of a variety of experimental measurements on several bcc metals. The model is able to describe high strain rate experimental data for a number of bcc metals using this single mechanism. A form of the model amenable to application using available experimental information is presented. The model is able to effectively describe high-rate response up to homologous temperatures of the order of 0.3. We note that several challenges remain for modeling even such simple cubic systems, primarily because of a lack of experimental data in well-characterized metals at high strain rates and high temperatures.

* Corresponding author: ramesh@jhu.edu, The Johns Hopkins University
High-Speed Infrared investigations of local heating in a Graphite-Fiber-PDMS Composite material Under dynamic loading

S. Boubanga-Tombet*, S. Ravindran, A. Kidane, F. Marcotte

Abstract. Infrared full field temperature measurement techniques have been used as a non-contact and real-time method for measuring the temperature evolution during inelastic deformation of materials [1-3]. Jordan and Sandor, for example, have used a differential temperature measurement for monitoring the elastic-plastic behavior of metals in 1978 [4]. Following recent developments in thermographic techniques [5], quantitative stress measurements became possible by measuring the change in infrared photon emission produced by mechanical deformation.

Experimental temperature measurement is essential to understand the physics of many mechanic’s problems. For example, the physics of accidental explosions of polymer bonded explosives are not very well understood. However, it is believed that the highly localized temperature regions called hot spots are the causes of such material behavior. However, the understanding of its formation and the dynamics of hotspot evolution are very limited. This requires high spatial resolution and high temporal resolution temperature measurements. Latest high-speed IR cameras provide high temporal and spatial resolution, which helps in understanding the challenging problems.

In the present work, we used the Telops FAST M3k combined with a microscope lens to investigate potential hot-spot formation in polymer bonded explosives. Split Hopkinson pressure bar was used to load the sample at higher strain rate. The Telops FAST M3k was used with sub-portions of $64 \times 64$ and $128 \times 40$ pixels at frame rates of 20 KHz and 19 KHz respectively. A microscopic lens with 1x magnification, designed by Telops, was used for the experiments, leading to a spatial resolution of the order of the pixel pitch (30 μm). The striker bar of the Split-Hopkinson bar set-up was fired from a gas gun at a pressure of 5 psi. The samples in this experiment were made of graphite cylindrical rods embedded in a polydimethylsiloxane (PDMS). The sample dimensions are measured to be about $8 \text{ mm} \times 8 \text{ mm} \times 8 \text{ mm}$. The graphite rods were about 500 μm in diameter, aligned parallel to the PDMS cube edges or at a 45° angle. All samples were treated with a black coat layer before the test to minimize the temperature variations induced by emissivity difference between graphite and epoxy. For our experiments, we selected a camera field of view covering only the region of the sample containing the fibers inclusions.

Figure 1 depicts the experimental results for the PDMS sample with an inclusion of three graphite rod aligned parallel to the loading direction. A sub-portition of the FPA detector of $64 \times 64$-pixel with a frame rate of 20 KHz was used for the test. Selected infrared images recorded before and after the stress wave enters the sample are shown. The deformation of the sample due to the stress wave loading induced temperature increase is therefore shown in Fig.1. The images recorded before were used as a reference for image subtraction. Subtracting the reference image from the subsequent images gives the net temperature increase in the sample.

When the sample is deforming due to the stress wave, the temperature plot shows a negligible temperature increase in the binder. Net temperature increase in the binder away from the inclusion is than 2 OC. Interestingly, significantly higher temperature was observed near the inclusions indicating the rigid inclusions have significant effect on the temperature evolution in composites. Figure shows the dynamics of the inclusions in the...
binder. Such movement of the crystal causes significant relative movement of inclusions and the binder which could cause high friction between the binder and inclusion. The temperature near the inclusion is nearly 22 times the temperature in the regions away from the binder. However, further investigation is required to confirm the deformation mechanism that causes the temperature rise.
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